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Certain classes of unitary representations of the lightlike continuous spin and the spacelike cases are 
constructed. Tbe generators in these representations involve opentors forming the "intrinsic" 
algebras (i.e., commuting with the orbital parts) E3 and 0(3, 1) for p2 = 0 and p2 < 0, respectively. The 
parallel construction for p2 > 0 involving an intrinsic 0 4 algebra is indicated. Equivalence relations 
with certain other forms are given through a unitary transformation. The physical significance of the 
"translation" generators of E3 is brought out in terms of the projections of W orthogonal to P. Corres­
ponding results for the 0 (3 1) and 0 (4) algebras are given. For the continuous-spin case, these opera­
tors are shown to provide a basis with extremely simple transformation properties, related to a certain 
symmetric toplike behavior even under Lorentz transformations. With a view to future use, the matrix 
elements of W on the energy-rotation basis are calculated in a unified manner for all the three cases, 
p2 ~ O. A deformation formula leading from zero-mass continuous-spin representations to spacelike 
ones is studied. Certain types of nonunitary representations are briefly introduced at the end. 

1. INTRODUCTION 

Zero-mass, continuous-spin, and imaginary-mass 
representations of the Poincar~ group and the 
corresponding basis functions have recently be­
come of interest in connection with crossed-chan­
nel partial-wave analysis (see some of the sources 
quoted in Ref. 1). Also speculations have been 
made about the possible existence of faster-than­
light particles. In this paper we will discuss cer­
tain types of representations for the above-men­
tioned cases, their relations through a deformation 
formula, and the matrix elements of certain inter­
esting operators on the bases introduced. Though 
in this article we will be mainly interested in the 
,cases p2 .,,; 0, the parallel results for p2 > 0 will 
be indicated wherever necessary. In particular, 
the matrix elements of W on the energy-angular 
momentum basis are given in a form valid for all 
the three cases. These results will be used in a 
separate article, 1 to calculate the transformation 
coefficients connecting the momentum and Lorentz 
basis, in a unified fashion for all the three cases, 
namely, for positive-, zero-, and imaginary-mass 
representations. These latter results are, in turn, 
of interest for analysis in "Lorentz partial waves" 
of scattering amplitudes for particles with spin. 
But, apart from such applications, certain opera­
tor structures and symmetrical and simple pro­
perties exhibited by the formalism seem to the 
present author to be intrinsically attractive. 

2. CONSTRUCTION OF THE REPRESENTATIONS 

Elsewhere2 we have discussed how, starting with 
the postulated forms (Sec. 4 of Ref. 2) 

M = - iP x o~ + S, N =:::: - ipO oOp + cr (2.1) 

where 

(2.1 ') 

one can discuss, in a unified manner, the behavior 
of spin for the positive-mass and the zero-mass 
discrete-spin cases. The simplest solution for 
these two cases are 

cr = (S x P)/(PO + Em), m;;. 0, (2.2) 

S being the usual irreducible (2S + 1)-dimensional 
spin matrices and E being the sign of the energy. 3 

It was also shown in Ref. 2 that a unitary trans­
formation by the operator 

u = exp(i{plS2 - p2Sl )/[(Pl)2 + (P2)2 ]1/2}e), 

(2.3) 
where 

(2.3') 

leads to a representati~n for the zero-mass dis­
crete-spin case, where among the three compo­
nents of S now only S3 appears in the transformed 
generators. [This is obtained here as a particular 
case of (2. 18)-(2. 21) by putting Tl == T2 = 0.] This 
corresponds to a dlagonalization of the helicity 

u(S' pi I P l)u-1 == S3 , (2.4) 

which is an invariant for such representations. 

The condition, implied in (2.1) and (2.1'), 

N· P + p. N = - iPo (P' ~ + ~ • p) oP oP 

= - ipo (2P. aOp + 3) (2.5) 

=-tPO(2IPloIPI + 3), 
corresponds to the property that the spin index a 
of the state Ip, a) is invariant under a Lorentz 
transformation collinear with the initial momen­
tum p. This corresponds directly to a basic pro­
perty of "physical" spin for real particles. More­
over, here and in Ref. 1 we will find it very useful 
to consider (for the general case, including con­
tinuous-sping and spacelike ones) the action of the 
operator (N' P + p. N) on the states 

I fOil) 
JJ3 

diagonalizing the energy (p ), the angular momen­
tum (j, j3), and the helicity ~Il). For this purpose 
also it is good to have (2.5) built into the repre­
sentation of the generators for all cases: This is 
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a criterion of simplicity assuring that, at least for 
Lorentz transformations collinear to the initial 
momentum, our representations will behave like 
zero-spin ones. Also we would like to be able to 
consider pure spatial rotations in a uniform 
fashion for all cases, including spacelike repre­
sentations. 80 we propose to search for repre­
sentations of the generators of the form (2.1) and 
(2.1') for lightlike (continuous-spin) and spacelike 
cases. We can always diagonalize helicity after­
wards through the transformation (2.3). But, in 
our opinion, a symmetrical treatment of the rota­
tion generators as in (2.1) suggests constructions 
for N which, as will be seen, bring directly into 
evidence certain interesting operator structures. 
The significance of this statement will be clearer 
later on. 

We know that, for zero-mass continuous-spin rep­
resentations discovered by Wigner, we have the 
little-group algebra E 2 , with the generators 
satisfying 

[S3, TI]::;: iT2, [S3, T2] = - iTI, [TI, T2] = 0, 

(2.6) 

and that, for imaginary mass, we have the little 
group SU(I, 1), with 

[S3,KI] = iJ(2, [S3,K2]::;: - iJ(1, 

[Kl,K2] = - iS3 • 
(2.7) 

However, in our case, the symmetrical appearance 
of the three components of 8 in Min (2.1) suggests 
the possibility of a rotationally symmetric appear­
ance (in N) of the generators (8, T) of E~ and (S, K) 
of 0(3, 1) respectively, for p2 ::;: ° and P < 0, 
commuting with the orbital parts and satisfying 

LSi, Si] = iEt},p Il, lSi, Ti] = iEij kTk, 
(2.8) 

[Ti, Til =0, 

and 
[Si,S}] = iEijkSk, [Si,KJ] = iEi}kKk, 

(2.9) 
[Ki,Ki] = - iEtj,pk. 

[We will, however, demonstrate unitary equiva­
lence of these representations to those in which 
the usual little-group generators alone appear. 
See (2.18)-(2.21).] 

Again the condition (2. I') suggests that we try 
such combination as 

(S xp), (S xP) xP, (T xP), 

(K xP), (K xP) xP. 

The simplest solutions satisfying 

(T xP) xP, 

(2.10) 

turn out to be (including E, the sign of the energy 
as indicated in Ref. 3) 

(a) N - - iPoY- + l (pOS + ET) xp p2 =0, - ap P2 ' 
(2.11) 

N = - iPO~ + 1..- (pOS + EmK) x P ap P2 ' 

p2 = -m2, (2,12) 

(b) N = - iPo a; + ~2 {POS + Ipl-I (T x P)} x P, 

p2 =0 (2.13) 

N iPo a + 1 
=- ap fPT2 

x [pOS + Ipl-I m(K x P)] x P, 

p2 = _ m2, (2.14) 

The hermiticity of (S, T) and (S, K) guarantees 
that of N and hence the unitarity of the represen­
tations. 

Other more complicated solutions can be found, 
but they do not seem to be of particular interest, 
{The Casimir operators of Ea [or 0(3, 1)] appear­
ing above can not be expressed in terms of the 
generators (p, N, M) and hence have no direct sig­
nificance for the Poincar~ group, The utility of 
the spinor representations for neutrinos shows 
that in certain cases it may be of interest to intro­
duce a larger "intrinsic" algebra than is required 
by the structure of the little group. We apply this 
lesson here and interpret afterwords T and K.} 

For E = ±1, we note that 

e[-i£(S·p/IPDe] (ET x I:' ) e{it:(g'P/lPD6] 

= (E ~;IP) cosB + (T x 1:1) x ~ sinB. 

(2. 15) 

We have of course, an exactly similar formula for 
K. 
Using (2.15) and the fact that (S·P/ Ipi commutes 
with the rest of N in (2. 11) and (2. 12) (and, of 
course, with M), we see that (2. 11) and (2.12) can, 
respectively, be transformed to (2.13) and (2.14)4 
putting in (2.15) 

B = 1(/2 (2.16) 

(for other values of B we get intermediate types 
of representations), 

Let us also note that changing the last relation oj 
Eq. (2.9) to 

(2.17) 

i.e., considering the generators oj 0(4) rather 
than 0(3,1), we obtain, in (2.12) and (2.14),repre­
sentations for the time like case with 

p2 = m 2 > O. (2.17') 
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This shows that all the three types (p2 ~ 0) can be 
cast into closely similar forms. However, for 
p2 > 0, (2. 2) provides a simpler solution and, 
moreover, the forms (2.12), (2.14) become singu­
lar for the rest frame 

p = O. 

Introducing now the transformation U [Eq. (2. 3)], 
diagonalizing the helicity operator, we obtain for 
M [which is always as in (2.1)] 

Mtr = UMU-l = - iP x a; + ~, 
where 

~ = (pI, p2, (P2)1/2)S3/[(P2)1/2 + p3]. (2.18) 

For (2.11) we obtain (using pO/p2 = I/PO for 
p2 = 0) 

Ntr = - ipo a; + 1) + E ~ X, (2. 19) 

Thus only the components 

T= T-(T·P/IPI)(p/lpl) 
and 

K = K - (K· pi I P I )(P I I P I) 

orthogonal to P enter into Play. 

(2.22) 

(2.22') 

The significance of of and K becomes clearer on 
considering, along with pp., the other two funda­
mental 4-vectors of the Poincare group, namely, 

wp. = (p. M*)P. = - i[PP., N· M] (2.23) 
and 

Gp. = ~ (p. M + M·P)P. = - h[PIl, (N2 - M2)]. 

(2.23') 

[M is the antisymmetric tensor MP.IJ or (N, M) and 
M* is its dual or (- M, N).] 

More explicitly, we have 

w = [po M, pOM - P x N] 
and 

where 

1] = (- p2, pI, 0) S3/[(P2)1I2 + p3] 
and 

C =H(P·N, pON + P x M) + (H.c.)], 

(2.20) so that 

(2.24) 

(2.25) 

Xl = T2p3 + (pITI + p2T2)p2/[(p2)1/2 + P3], 

X2 = Tlp3 - (pITI + p2T2)p2/[(p2)1/2 + P3], 

X3 = (Tlp2 - T2pl). (2.21) 

We have an exactly similar form (except for a 
factor Ipo 1/ I P I before 1] and the substitution 
T --7 mK) corresponding to the transformation of 
(2.12). [In order to exhibit the property indicated 
in Ref. 3, separate determinations of the sign of 
the square root (p2)1/2 is to be used according to 
the sign of E. We do not propose to enter into 
these details as we will not make any use of the 
transformed representations.] 

The transformed versions (always with the same 
U) of (2.13) and (2.14) correspond to the forms 
given by Moses5 (except for his conventions re­
garding E), and so we refer to his results. Moses 
has calculated the corresponding finite transfor­
mation formulas and utilized such representations 
for the reduction of direct products. He has also 
considered the relation of such representations 
with the canonical form (2.2) for the positive­
mass case. 

Let us now consider in more detail the role of the 
operators T and K. We note that in (2.18)-(2.21), 
only the generators of E 2 [Eq. (2. 6)] (S3, Tl, T2) 
appear, whereas in (2.1) and (2.11) we have all 
the six generators (S, T) of E3 [(2.8)]. The situa­
tion is similar for the case p 2 = - m 2, only the 
subgroup· generators (2.7) remaining out of the 
six of (2.9). Let us, however, note that in (2.11)­
(2.14), T and K appear only in the combinations 

(T x P), (K x p). 

P x W = pO[G - (pi pO)CO] - P2N. (2.26) 

From (2. 1) for all the representations considered, 

W o = P·M = p·s. (2.27) 

From (2.11) we obtain for p2 = 0 

'II = w - (pOWO/p2)P = W - (wOlpO)p = - €'I' 
(2.28) 

and 

(P/lpl) x W = E{G - COPIPO) 

=- E{p/lpl) x T 

=-E{P/lpl) xf'. (2.29) 

(The negative signs of - T can be absorbed in the 
construction of the generators if so desired. See 
Ref. 4). 

In the corresponding results obtained from (2.73), 
the roles of T and P x T are interchanged as 
compared to (2.28) and (2.29). 

We have, of course, an analogous result in terms 
of mK for.p2 = - m 2 • 

Thus, we see that T and pi I P I x T correspond' to 
the two projections of W orthogonal to P. These 
projections have particularly interesting proper­
ties (see the following sections), and one of the 
aims in constructing the preceeding representations 
was to exhibit them explicitly in the generators 
themselves in a symmetrical fashion. In the trans­
formed representations such as (2.19), these 
features are much less evident. 
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Let us finally note that, using (2.11) or (2.13), we 
obtain 

W2 = -(f) 2 = [(~ pi) x f)2 

=- [T2 - (Top/lpl)2], 

and similarly [(2.12) or (2.14)] we obtain 

(2.30) 

W2 = m2{(SoP/lpl)2 - [K2 - (Kop/lpl)2]). (2.31) 

For the corresponding helicity diagonalized repre­
sentations, these become, respectively, 

obtained directly by using (3.3) and (3.5). This 
aspect is discussed in the following section. 
[Since the last term of (3.2) can be used to obtain 
the action of G on this basis, we need not separate­
ly consider the enlarged algebra including G. 
See (A18).] 

Let us consider now the effect of pute Lorentz 
transformations. We have 

[ixnoN,P/PO] =- X(n x p/pO} x p/po, (3.6) 

[ixfioN, W] = - X(fi x p/pO) x W. (3.7) 

UW2 U- 1 = - (T~ + T~) 

= m2(S~ - K~ - K~). 

(2.30') For G, again we have a similar formula. Thus 
'it is seen that the three constant length and 
mutually orthogonal operators 

These are the familiar invariants of the corre­
sponding little groups. 

30 SPECIAL FEATURES OF THE CONTINUOUS­
SPIN CASE 

We now propose to study in more detail, for the 
case 

p2 = 0, W2 =-T2, 

the properties of the operators 

p/pO, W, and 0, 
with 

(p/pO)2 = 1, W2 = T2 = 0 2, 
and 

poW = poO = WoC = 0, 

(3.8) 

rotate as rigidly fixed axes not only under rota­
tions, but under pure Lorentz transformations as 
we ll. Under the latter, the rotations are, of course, 
determined by those of P about the axes fi x P. 
[The angle of rotation is given, for example, by 
formula (A19) of Ref. 3]. Thus a "symmetric top-

'VI = W - (Wo/pO)P 
and 

0= G - GOp/po = (pIPO) x W 

(3.1) like" behavior (with two axes 'VI and 0 of equal 
length) is generalized under the whole Lorentz 

(3. 2) group. 

Let us first note that the commutators of P 
(or p/pO), Wand M, close to form an algebra, 

[Mi,Wi] = if.iikW'k, [Mi,Pi] = iEiikPk, 

[pi, Pi] = 0, [Wi, Wi] = 0, [pi, Wi] = O. 
(3.3) 

We will call this algebra Ecr), the index (2) 
indicating a doubling of the usual triplet of the 
translat~on generators of the Euclidean algebra 
E3. This algebra has three Casimir operators: 

(3.4) 

among which only the particular case correspond­
ing to the zero value of the third one, namely, 

P'W= 0, 

along with 

p2 = p2, say, and W2 = - W2 = T2, 

(3.5) 

is relevant for our present purposes [see, how­
ever (A18)]. (All the generators of the above 
Ecr) commute with PO). 

The matrix element of W acting on the basis 
diagonalizing the E3 subalgebra of (P,M) can be 

A more explicitly four-dimensional point of view in 
constructing projections of W, which include (3 • .!), 
is as follows. 

Using 

p2 = 0 
and 

W 1\ W = i(P 1\ W}*, (3.9) 
Le., 

[WIl WlJ] = if. (PPW6 - P6WP) 
'lll1PO , 

one can show that the components of 

( w.n) 
W(n) = W - p. n P , (3.10) 

n being any c-number 4-vector, commute, namely 

W(n) 1\ "'(n) = O. (3.11) 

Of these four components only two are independent, 
since 

(3. 12) 

Also 

(3.13) 
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Moreover, as a consequence of (3.11), the compo­
nents of the tensor 

P II W(n) = P II W 

commute mutually. 

we get 

W(n) = (0, W). 

The choice 

n = (1,0,0,1) 

(3.14) 

(3.15) 

(3.16) 

would correspond more directly to the operators 
of the little group E 2. 6 

Let us now consider the basis Ip, T), such that 

PI' Ip, r) = pI' Ip, r), 

Wlp,r) =rIP,r), 
with 

p~r= 0. 

Corresponding to the eigenvalues of PI', 

p(O) = (w, 0, 0, (lJ), 

we have from (3.1) 

wto) = w(Ml + N2) = W1T 1, 

W~O) = w(M2 + Nl) = W1T2, 

W(O) = 0. 

say, 

say, 

(3.17) 

(3.18) 

(3.19) 

As is well known (M3, 1rl, 1T2) constitute the usual 
little group E2 for lightlike momentum. 

Thus, we see that for P1 2 = 0, the Ip, T) basis 
coincides with Ip, 1T) basis, which diagonalizes the 
continuous generators of the usual little group. 7 

We can, of course, construct, at will, operators 
which coincide with 1T 1 and 1T 2 for p parallel to the 
z axis,having other null components or not. Among 
these, W corresponds to a maximal simplicity in 
the following sense. In considering the transfor­
mation properties of the momentum states we have 
in any case to take into account the parameters 
corresponding to the transformation undergone 
by Pl'. For states labeled by the eigenvalues of 
pO,p, iN, the above-mentioned parameters are all 
that we need, since, as we pass to other frames, 
T rotates as if rigidly attached to p. 

Thus we have the extremely Simple transformation 
property that for any transformation A of HLG 
(homogeneous Lorentz group) such that the direc­
tion P or (== p/ Ip I> undergoes a rotation, R, 

U(A)lpO,P,r) = IpO',p',.,'), (3.20) 

where 

P' =R'P and r' =R·r. 

The necessary group properties are satisfied 
without even additional phase factors. In this 
sense, the simplicity achieved is comparable to 
that of the zero-spin case. Our basis states are, 
however, more singular due to the presence of 
continuous parameters corresponding to a rota­
tion ° to 21T in a plane orthogonal to p. It is con­
venient to parametrize the states by starting 
from one basic configuration, say, 

p(O) = Ip 1(0,0,1) (3.21) 

and 
T(O) = T(l, 0, 0). 

The general states can then be labeled as 

(3.22) 

where 

corresponds to the rotation R (cp, e, Itt) such that 

(3.23) 

Unlike the zero- or the discrete-spin case, we 
have to consider explicitly not only e, cp (sufficing 
for p) but also Itt, since we have something like a 
rigid body rotation. We adopt the invariant nor­
malization 

<~O'T'It;..°T> 2 I I I I •• •• = jiOT 6( p' - p )6(nl - 0)6(T' - T), 
(3.24) 

the corresponding completeness relation being 

(3.25) 

where 

6(n - 0') = :r:e (j(cp - cp'){j(e - e')6(1tt -Itt') 
and (3.26) 

dn = (1/81T 2)sinedcp de dn. 

In Ref. 1, we will use systematically the energy 

angular momentum statesl~.O/-l>, such that 
JJ3 

(po, MOP/ I pI, M2, M 3 ) 1~.oJJ.> 
JJ3 

= (pO, J.l ,j(j + 1),h>1 ~.oJ.l>. 
JJ3 

(3.27) 

Using the results of the following section [and 
(3. 27)] regarding the matrix elements of P and 
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VI on the basis I ~,o/J-), we can show that [consis­
JJ3 

tent with (3.24) J 

<T,f.O,,"!POT) ::::: ~ o(p' _ P )o( ,_ )(2J \1)1/2 
JJ3 n POT ° OTT 871' 

x 'J)j3
Jl

(cp, e, 1/t) (3.28) 

(corresponding to the symmetric toplike behavior 
of Ip, T». This result differs from that for the 
usual momentum - helicity ket through the factor 

(271') -1/2e -iljiJl. 

4. MATRIX ELEMEBTS OF W ON (p o,/J-,j,j3) 
BASIS (ROTATION-INVARIANT HELICITY 
LADDER OPERATORS) 

We will use these matrix elements in the follow­
ing section [as in (3.27) J. In Ref. I, extensive 
use was made of the operators 

where 

O!(±) = ~ [ - W2 - p2j.t(1J. ± 1)]1/2. 

WoM and P x WoM, (4.1) 

where 

( 
POwO) W::::: W-TPf2P . 

These operators commute with pO and M, but 
change the helicity values (j.!) by ±l. Hence, com­
bining these two as in (4.6), we obtain "helicity 
ladder operators" commuting with po and M. The 
derivation of the matrix elements of W in Appen­
dix A holds for all the cases (P2 ~ 0). 

For zero mass we have the matrix elements of 
the E~2) algebra (3.3). For positive mass m, we 
could have considered the algebra formed by 
M, P, S, where 

S = (l/m)[W - (Wo/po + m)pJ. 

However, in order to treat all cases in a uniform 
fashion, we write the matrix elements as follows: 

(4.3) 

The action of the other components of W can be obtained as usual by commuting W3 with (M 1 ± iM 2)· 
From these results we obtain 

WOMI ~,O/J-) = _ [O'(+){(j _ 1J.)(j + /J- + 1)}1/21 P,o IJ. + 1) + O!(_){(j + 1J.)(j -IJ. + 1)}1/21 ~o 11 + I)] 
J13 JJ3 JJ 3 

and 

1:1 x WoM\fj;> = i [~~,WOMJ I fj;> = - i ~(+){(j - lJ.)(j + /J- + 1)}1/2!~: /J- + 1) 
- O!(_){U + lJ.)(j - IJ. + 1)}1/2/ fj: /J- - 1 >J. 

Hence the helicity ladder operators (commuting 
with po and M) are seen to be 

[iN 'f i(p/lpl) x \\1]014. (4.6) 

Let us now note that for 

(b) p2 = 0, W2 = - T2, 20!(±)::::: T, 

(c) p2::::: - m2, W 2 == m 2K{K + 1), 

2aw = m[-K(K + 1) + /J-(/J- ± 1)]1/2 

== im[K(K + 1) - "'(IJ. ± 1)]1/2, 

(4.4) 

(4.5) 

(4.8) 

(4.9) 

(a) p2 = m 2 , W2 = - m 2S(S + 1), 

20!(±) = m[S(S + 1) - "'('" ± 1)]1/2, 
where, for example, for the principal series of 

(4.7) SU(1,I), 
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K = (- t + iT/) or K(K + 1) = - (t + 712), (4.10) We propose to do this in two steps. 

and for the discrete series (with n = 1,2,"') 

K = - n/2 or K{K + 1) = n/2{n/2 - 1), 

with IIJ I ~ n/2. (4.11) 

These are the cases we need in Ref. 1. 

5. DEFORMATION OF CONTINUOUS SPIN TO 
SPACELIKE REPRESENTATIONS 

This type of deformations have already been intro­
duced in Sec. 4 of Ref. 8. Here we will consider 
it in more detail. 

Let us start with a representation with 

Then, using the definition (2.23') of Gil, we can 
show that each of the two 4-vectors, 

All 
p(±) = (±) Gil + T/PJl, 

(5.1) 

(5.2) 

satisfy, along with (N, M), a Poincare algeqra. The 
arbitrary parameter 71 has to be real for P to be 

Hermitian. Moreover, 

F&,) = - T2, 

and 
A2 
W (±) = - T2(t + 71 2 ) 

= T2(- t + iT/){- t + iT/ + 1), 

(5.3) 

(5.4) 

where W has been defined as in (2.23) in terms of 
P. Thus we are led to a space like representation 
with the continuous-spin parameter playing the 
role of the mass .and the deformation parameter 
71 corresponding to that of the unitary principal 
series representation of the little group SU(1, 1). 

Corresponding to the ambiguity of sign in (5.2), 
the operators F(±) can be related through a kind 
of time reversal by choosing to define this opera­
tion through the auxiliary operators PIl, as 
T(pO,p)T-l = (pO,_p). But,also, 

(5.5) 

Since the representations ±T/ of SU{1, 1) are equi­
valent, and both signs of energy are incluged for 
spacelike representations, diagonalizing p(+) or 
P<-> , we obtain the same irreducible baSis. 

From now on, we will consider only one sign (+) 
for the sake of Simplicity and write Pf+) as Pli. 
We would now like to derive the transformation 
coefficients 

Let us first consider the intermediate basis 

I ~.olJ>. JJ3 

This is possible since (Nep + peN), appearing in 
po, commutes with IJ. In fact, using (2.11) or 
(2.13), we have 

or 

(5.7) 

(For the sake of simpliCity we consider only posi­
tiveP o,E=1.) 

In order to determine C(P o), let us first note that 
due to the presence of both signs of the energy we 
have for spacelike representations the complete­
ness relation (limiting ourselves to a fixed 71 and 
T for the moment) 

[/J. or ji. can be used and n = n (9, cp )]. (5.8) 

The corresponding relation for the rotational basis 
is obtained on replacing the n-integration by sums 
of (j ,j 3)' Inserting this latter relation in 

26(Po - Po) 0, = (f~/J.' I II foJ1.) 
Po /J. /J. JJa JJ3 

and, using (5.7), we obtain (apart from a phase) 

(5.9) 

This corresponds to the normalization 

[<TtQf'l foJ1.T) + (T -:;t~J1.'I-:-:PO/J.T)J = 6 ... Jo .. ,°0 ., 
J J 3 JJ 3 J J 3 JJa ,.,. JJ 313 

X [2/(P~ + T2)1I2]6(P~ - Po)' (5.10) 

The consistency can be verified by inserting the 
completeness relation for the po states in (5. 10). 
In considering a larger space by including a factor 
6(71' - 71) in (5.10), we should remember the 
equivalence of 71 and - 1/, and hence restrict the 
range of 71 to zero and positive, or negative values 
only. 
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Let us now consider the passage to the states 

1 
f.OP.) 
JJ3 

corresp.onding to the diagonalization of p. M/ I pI. 
We have 

P'M = (G +71P)'M, 

= (G - G0-h)'M +(Go +7]PO) P;~, (5.11) 

types (just as for the Dirac equation) and intro­
ducing a metric 

(5.18) 

Again, defining 

p~±) = ± iG#1 +H2S + I)P#1, (5.19) 

we get such a pair of timelike representations 
[P2 = T2 and W2 = - T2S(S + 1)]. Scalar products 
can again be defined exactly as for the preceding 
case. 

P - ~ P'M = po x W'M +.l""o po. (5.12) 6. A CLASS OF NONUNITARY SPACELIKE 
REPRESENTATIONS 

Hence, using (4.5), we have 

~~~ I~j:) = - f sin 8 ([(j - IJ.)(j + IJ. + 1)]1/2 

X 1 ~9IJ. + 1) - [(j + IJ.)(j - IJ. + 1)]1/2/ ?0IJ. - 1) 
fl3 fl3 

+ COSOIl ~pll), 
JJ3 

where, using p2 = p~ + T2, we have defined 

sine = T/II>I and cosO =po/lpl. 

Hence, we obtain, 

Thus, finally, 

(5.13) 

(5.14) 

1 
~9P. 71) = (211lp I )-1/2 1] rOO dp 0 P -(1/2-i III eiPolPo 
JJ3 JJ Jo 0 

x ~~jl(o,- 8,- 11/2)/ ~jO:T)' p~ = _ T2 + p2 • 

(5.16) 

We would like to add that fQr the discrete series 
(see 4.11), or the supplementary series of space­
like representations, we have to replace 7) in 
(5.2) by ±i(K + 1/2). A pair of such nonunitary 
representations can be used to define a scalar 
product exactly as for the spinor representation; 
namely, we define the scalar product either as 

~i(I{+1/2) < I ) :l:i(K+ 1/2) (5.17) , 
or by doubling the components by coupling the two 

So far we have mainly considered unitary repre­
sentations (except at the end of Sec. 5). 

For p2 = - m 2 , an interesting class of nonunitary 
representations can be obtained by constructing 
[in closest possible analogy with (2.2)] the genera­
tors as 

M = - iP x oOp + S, 

N - iPo 0 + S x P 
(±> - - oP po ± im' 

(6.1) 

A scalar product c.an be defined exactly as for 
(5.17) or (5.18), namely as 

< I ) or through a metric 1 I I I, 
('F) (±> 

(6.2) 

where the I is now (2S + I)-dimensional unit mat­
rix. From (6.1), we obtain 

W2 = m 2S(S + 1). (6.3) 

Thus W is now a timelike vector. 

These representations can be transformed to the 
spinor representations through a generalization 
of the canonical transformation treated elsewhere, 9 

since in this case the Lorentz transformation 
reducing P to rest is a complex one. 

Such representations may be of interest in con­
Sidering exchanges of particles of definite spin S 
[we have - W2/P2 = S(S + 1) exactly as for real 
spin-S particles] and spacelike momenta. 

APPENDIX 

From the known results of the E3 algebra (the 
general case IOn is discussed in Ref. 10), we can, 
using suitable phase conventions, write down the 
matrix elements 

(AI) 
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and 
3I pO /l) Ipl r(j + 1)2 - /l2 ] 1/2 [(' )2 '2j1/2I pO /l ) 

P jh ='{T+1) L(2j + 1)(2j + 3) J + 1 -J3 j +lj3 

I I /lia I POll) Ipl r. (j2 - /l2) J 1/2 [ '2 '2]1/2IpO/l ) 
+ P j(j + 1) jj 3 + T L(2j - 1)(2j + 1) J - J 3 j - 1 j 3 . (A2) 

The matrix elements of (P 1 ± iP 2) are obtained on 
commuting P 3 with (M 1 ± iM 2). 

In order now to obtain the matrix elements of W 
on this basis, we will utilize the basic relations 

W x W = i(POW - WOP), 

p.W = pOWo = POP.M, 

[pi, Wi] = 0, 

W2 = - W2 + W~ = - W2 + (p. M)2, 

(A3) 

of the matrix elements of W, by starting with the 
form (corresponding to the usual Wigner-Eckart 
factorization) 

and others obtainable from them. 

Thus, for example, using 

we obtain easily 

For /l' = /l we have already the relation (A6). 

(A4) For /l' = /l ± 1, we obtain from (A9), with a con­
sistent choice of phases, 

(A5) 

Hence 

and other nonvanishing matrix elements corres­
pond to 

/l' = /l ± 1. (A7) 

(We see at ance that by replacing W by iN the term 
/l' = /l disappears and the other two are unaffect­
ed,) 

Again utilizing the relation 

<~O /l ± 11 wl~O/l) = 'f [{j ± /l + 2){j ± /l + 1)]1/2 
J + 1 J (j + 1)[(2j + 1)(2j + 3)]1/2 

X <~O ± 1 "wll~O), 

(All) 

_ ± [(j 'f /l)(j 'f /l - 1)]1/2 <po IlwII PO) 
- j[(2j - 1)(2j + 1»)1/2 /l ± 1 /l' 

<r /l ± llwl ~O/l) 

_ [(j 'f /l)(j ± /l + 1)]1/2 <po IlwII PO) 
- j{j + 1) /l ± 1 /l. 

Now, using the relation 

[[P'M, W3], W3] = WOp2 -pop3W3 + Wop~ (AI2) 

(AS) and considering, for example, the element 

we obtain 

2:; (/l' - /l) [<~,? /l'1 w31 ~,~ /l)<~,~ /llp31 ~,o /l) 
~'i'j" J J3 J J3 J 13 JJ3 

_<~,?/l'lp31 ~,~/l')<~,~/l'IW31~,O/l)] = o. 
J J 3 J J 3 1 J 3 JJ 3 

(A9) 

This leads to Simple recursion relations which 
enable us to factor out completely the j dependence 

we finally obtain 

<~Oll wll~O_ I) <~O_ ll1wll~O) _ <~O IIwll~O+ ~ 

x <~O + 111 wll~O) = t (p~ - p2)/l = t p 2/l. 
(AI3) 
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Hence 

(A14) 

The parameter c is obtained from the relation 

W2 = ~- UJ2, 

giving 

C=-tUJ2· 

Thus 

1 A.Chakrabarti,J.Math.Phys.12,1822 (1971). 
2 A. Chakrabarti, J. Math. Phys. 7,949 (1966). 

(A15) 

(A16) 

(A17) 

3 In this paper and also in Ref. 1, € is introduced in such a 
fashion that M and N both remain invariant under the reflec­
tion P~-> - P~. The relation of this feature to the crossing 
properties are discussed in the introduction and Sec. 2D of 
A. Chakrabarti, J. Math. Phys.ll, 1085 (1970). 

4 In fact, since, for p2 = - »1 2 , € is not well-defined for pO = 0, 
the form (2.14) seems to be more suitable for this case. We 
have introduced € in (2.11) and (2.12) in order to ensure the 
property indicated in Ref. 3, though the computation relations 
are independent of its.presence. Besides this, it should be 
noted that the liberty in choosing a phase factor ± 1 in the 
representations of T and K introduces corresponding ambi­
guities of sign. 

5 H. E. Moses, J. Math. Phys. 9,2039 (1968). It is also of 
interest to compare our representations for p2 < 0 with 
those not satisfying the basic condition given by our Eq. 

Putting all the foregoing results together, we 
obtain finally (4.2). 

The above re..!lults, put together, give the matrix 
elements of W given inJ4. 2). For p2 = 0 and 
W2 = T2 [(4.8)], (M, P, W) form the ECf> algebra 
(3.3). If we want to include a third triplet of 
"translations" (say V) to form (in an obvious nota­
tion) an E~3> algebra, its matrix elements will be 
given by those of 

Ivi [a(P/ I pI) + (3('W/T) + ,,(PI I pI) x W/T] , 

(A18) 

where (a, (3,,,) are suitable direction cosines. 
Putting" = 0 and a = cose, {3 = sine, (M, P, V) 
constitute a general representation of E Cf> , with 
p. V ;>! o. Its matrix elements can be written 
down combining (Al), (A2), and (4.2). 

(2.5). Thus, for example, compare the corresponding repre­
sentation of Iu. M. Shirokov, Zh. Eksp. Teor. Fiz. 33,1196 
(1957) [Sov. Phys. JETP 6,919 (1958)]. The continuous spin 
representations were introduced in the fundamental paper of 
Wigner [Ann. Math. (N.Y.) 40,149 (1939)]. 

6 A. Chakrabarti, thesis, University of Paris 1965. 
7 The connection between the bases Ip, 11) and Ip, Jl), Jl being 

the discrete eigenvalues of M 3' is given by (Jllll) = (211)-1/2 
e- iWP , where 11 = 11 (coscp, sin</». Strictly speaking, we should 
use the notation 1[11]) in order to indicate that half-integral 
values of Jl are included as well. The same holds for the 
notation T. This need, however, cause no confusion. 

8 A. Chakrabarti,.M. L~vy-Nahas, and R. S~n~or, J. Math. Phys. 
9,1274 (1968). 

9 A. Chakrabarti, J. Math. Phys.4, 1215 (1963); 5,1747 (1964) 
(Appendix A). 

10 A. Chakrabarti, J. Math. Phys. 9, 2087 (1968). 
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tions of the Poincare group are derived for timelike, lightlike, and spacelike momenta (P 2 ~ 0) and for 
arbitrary spin (Le., for general values of W2) in each case. 

1. INTRODUCTION 

We propose to study in the following sections the 
transformation coefficients connecting the momen­
tum and the Lorentz basisl of the unitarity repre­
sentations of the POincare group. We will make a 
detailed study of the following cases: 

(a) lightlike continuous spin: 

p2 =0, (1. 1) 

(c) spacelike: 

p2 = _ m2 < 0, W2 = m 2k(k + 1) , 

where either 

k = - ~ + i'fj, 'fj real, 

or k = -n, n =~, 1, ... 

(We exclude the case - ~ < k < 0.) 

(1. 3) 

(b) timelike nonzero spin: 

P:? =m2 > 0, W2 = - m 2s(s + 1), s =~, 1,'·'; 

(1. 2) 

The zero-mass discrete spin (P2 = 0 = W2) has 
already been studied in Ref. 1 and the relatively 
simple positive-mass zero-spin (s = 0) case will 
be briefly treated in Appendix B. 
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The zero-mass discrete spin (P2 = 0 = W2) has 
already been studied in Ref. 1 and the relatively 
simple positive-mass zero-spin (s = 0) case will 
be briefly treated in Appendix B. 
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The techniques and results of two previous 
papers 1, 2 will be used throughout. 

One of the interests of the basis functions we 
will calculate as the transformation coefficients 
is the possibility of their use in generalized 
partial-wave analysis of scattering amplitudes 
for particles with spin. For particles of zero 
spin the results of Vilenkin and Smorodinsky3 and 
Winternitz et ai. 4 generalize the expansions in 
terms of the representations of little groups 5 for 
different types of momentum transfer in the 
crossed channels. (References to many important 
papers on crossed-channel partial-wave analysis 
will be found in Refs. 4 and 6.) The timelike case 
is of course relevant for the direct channel also. 

For the cases where particles with spin are 
involved, basis functions corresponding to more 
general representations of the Lorentz group are 
needed. One way of constructing basis functions 
which have mass and spin quantum numbers 
associated with them is to calculate the transfor­
mation coefficients for the different cases indi­
cated at the beginning [(a), (b), and (c»). For the 
timelike case with spin (m, s) this problem has 
been discussed by several authors. 7 - 9 A common 
feature of the above works 7 - 9 is the use of co­
variant spinor representations for the momentum 
basis. In our opinion this is not the best approach 
since it obscures a very simple and fundamental 
relationship which is at once evident when one 
uses the canonical basis. 2 This is shown below. 

USing the canonical baSiS, let us write (consider­
ing positive energy for the time being) 

where 

p(O) = (m, 0, 0, 0) 

and A(p) is the pure Lorentz transformation 
·reducing the particle to rest. 10 

(1. 4) 

Let us now consider the Lorentz basis (which 
diagonalizes the rotation subgroup). The required 
transformation coefficient is 

( P, s3 I ~!o [m s) 
[m,s)JJ3 ' 

x<P,S3 IU-1(A )U(A )I~!o) 
{m, s) (p) (p) JJ3 

= I; <PW)s,! I~~? [m, s) 
i'i' [m,sJ JJ3 

3 

X <[m, s] ~hl U(A(p»I~-!o [m, s]) 
J'J3 JJ3 

= <p(O) , S31 ),jO[m s) :o>..jo .. (A) (1. 5) 
[m, s) sS3' sS3,J.l.J (P), 

where :o"io (A(p) denotes the finite Lorentz trans­
formation matrix corresponding to A(p) 11 and is 

obtained from a study of the homogeneous Lorentz 
group (HLG) only. 

Had we used spinor representations, the action of 
U(A<.r!) would have given a superposition of states; 
and the essential simplicity of (1. 4) and (1. 5) 
would have been lost. 

I 
;\ . 

The factor f<Oh s3 s~~) turns out to be quite 

simple. In fact, using our methods, we can show 
quite easily (Appendix C) that, with our conventions, 
one obtains 

(1. 6) 

where a (m ,s) depends only on m and s. The phase 
factor can, of course, be absorbed by a change of 
convention and a (m,s) can be determined through 
normalization conditions. 

We will, however, give a self-contained derivation 
of the complete result for the timelike case using 
our methods since it permits certain simplifica­
tions [see the remarks following (1. 16)] and per­
mits direct comparison with lightlike and space­
like cases. 

It is somewhat surprising that the finite Lorentz 
transformations l2 - 15 using the rotational basis 
and the Lorentz basis functions for real particles 
with spin7 - 9 have been studied as two separate 
problems, though the direct proportionality of the 
solutions is evident for the spin-zero case. 

For the lightlike and spacelike cases a factoriza­
tion similar to that of (1. 5) is obtained if one uses 
Lorentz bases which diagonalize the E 2 and 
SU(I, 1) subgroups, respectively (see Sec. 6). The 
E2 subgroup is constituted by the generators 
(Ml + N2, M2 _Nl, M3) and the SUO, 1) subgroup 
by (Nl,N2, M3). The unit.arity representations of 
these subgroups will be supposed to be known, 
and certain points concerning the Lorentz bases 
which diagonalize them will be briefly discussed 
in Sec. 6. But, in this paper, we will be mainly 
concerned with the so-called canonical Lorentz 
basiS which diagonalizes the rotation subgroup 
SU(2) and which has been studied in Ref. 1. The 
diagonalization of the E2 subgroup has not yet 
proved to be particularly useful. The diagonaliza­
tion of SUO, 1) has been much studied in view of 
their connection with complex angular momentum 
and Regge poles. l5 - l9 However, the SU(I, 1) 
partial-wave analysis20 gives only the background 
and the non-sense terms (of the Regge formalism 
for particles with spin) and not the sense terms 
which are, after all, the most interesting ones. 
These have to be introduced by making other arbi­
trary assumptions. 

Hence the identification of the sequences of singu­
larities obtained on diagonalizing the SUO, 1) sub­
group in the Lorentz basiS with the Regge poles 
themselves is a somewhat arbitrary assertion. 
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In view of such facts direct passage via the res­
pective little groups for the different types of 
momentum transfer should not be considered as 
the one and only interesting way. Other possibili­
ties should be explored. For expansion in general­
ized partial waves, the essential formal properties 
of the basis functions to be used are their ortho­
gonality and completeness relations. It is not obli­
gatory to expand first in terms of the little group 
representations and then generalize. 21 Whatever 
be the nature of the momentum transfer, the rota­
tion subgroup has always a clear physical signifi­
cance. As has been discussed at length in Ref. 2, 
the three cases p2 ~ 0 can be discussed in a uni­
fied and fruitful manner by starting with the same 
representation of the SU(2) subgroup for each 
case. So, in this paper, we make a unified study 
of all the cases using always the canonical Lorentz 
basis. We will, so far as this article is concerned, 
make no attempt to study explicitly the possible 
applications of the basis functions constructed, but 
will limit our study to their formal derivations. 

The other two subgroups are, however, not to be 
neglected and certain important results concern­
ing them already emerge as by-products of our 
solutions, namely, the transformation coefficients 
between the Lorentz bases diagonalizing the sub­
groups SU(2), SU(I, 1), and E(2), respectively (see 
Sec. 6). 

Now that we have explained what we intend to do 
and why, let us briefly indicate how we propose to 
do it. As already stated, the necessary techniques 
are contained in Refs. 1 and 2. However, for the 
Lorentz basis we will (considering fixed values 
of p2 and W2) now use the normalization 

With this convention and considering different 
possible values of p2 and the sign of PO(€ = ± 1), 
we will write the matrix elements of po as 

POl ~hjo) = cLo+1,jo [(j - jo)(j + jo + 1))1/21 ;j/o + 1) + cLo-1.jo [(j + jo)(j - jo + 1»)1/21 ;j/o - 1) 

+ Cru . [(j + i>..)(j _ i>.. + 1)]1/21 ~. + i jo) + C;;i,A. [(j _ i>..)(j + i>.. + 1)]1/21~' - i jo), (1. 8) 
o "3 "3 

where 

cp and cp' being phase factors to be chosen 
suitably.22 The matrix elements of WO(= p·M) 
and GO = ~ (N'P + P·N) can be obtained from 
(1.8) by commuting po with the two Casimir 
operators of the HLG,namely,N'M and ~ 
(N2 - M2), respectively. 1 

As for the momentum basis, the following main 
results will be taken from Ref. 2. For all the 
cases (p2 ~ 0) one can use the momentum helicity 
basis and its angular decomposition defined as 
(with J.L as the helicity eigenvalue) 

Hence it is sufficient for 'us to calculate 

Defining 

W = [W - (POWO/p2)p], 

we have 

HW.M =F i(p/lp\) x w'M)I~~J.L) 
JJ3 

(1. 9) 

= _ O'(±)[(j =F J.L)(j ± J.L + 1»)1/21 ~.0J.L ± 1), 
JJ3 

where (1. 13) 

O'(±) = (e.:ti'l'/2)[_ W2 _p2J.L(J.L± 1)]1/2 (1.14) 

and cp is a constant arbitrary phase factor which 
we will choose by convention so as to make our 
solutions symmetrical with respect to an inter-
change of J.L and jo(J.L = jo)' 

As shown in Ref. 2, representations can be con­
(1. 11) structed in a unified fashion for all the cases 

(p 2 ~ 0) such that 

when GO = ~ (N·P +P·N) 

= - iPO(P' a; + a;' p) 
(1.12) =- iPO(2IPI al~1 +3). (1.15) 
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(That is, no extra terms due to spin appear in 
GO.) 

This relation will be used concerning the action 
of GO on the momentum basis. 

We will also use a deformation formula (Ref. 2, 
Sec. 5) to give an alternative derivation for the 
spacelike case in terms of the zero-mass con­
tinuous-spin solution. 

Indeed we have preferred to start with the light­
like case since in many respects it is the simplest 
one23 and provides a useful check on the proper­
ties of the solutions for the cases 

p2 = m 2 , W2 = _ m 2s(s + 1), 
and 

P2 = - m2, W2 = - m 2 (t + 1/2), 

since these must reduce to the continuous-spin 
solution under suitable limiting conditions. 

For each case we first use the matrix elements 
of the operators 

PO, WO, W.M, P x W'M, 

to obtain difference equations in the parameters 
/J., j 0' A. For the limiting values ±j of /.l. (or ±s for 
p 2 > 0, j 2: s) we are able to obtain Simple differ­
ence equations in j 0 or X which can be solved 
immediately.24 Then the actions of the operators 
(PI ± iP2 ) and GO are used successively to extract 
the remaining dependence on j and po (or I p I for 
a given E). 

The final step consists (apart from fixing a 
constant normalization factor) in obtaining a 
solution for an arbitrary value of /.l. within its 
range. It is shown that in our formalism this 
can be reduced to the solution of a difference 
equation of the type (starting from,.,. = j, for 
example) 

(jo +iX)B~r + (,.,.-iA)B~j+l+ (,.,.+jo)B~~i.j o 0 

= (1/x )1/2(jO + iX)(,.,. - iX)(,.,. + jo)B~jo ' 
1/ = + 1,0, - 1 for p 2 ~ 0, respectively, (1. 16) 

where Brjo is already explicitly known. As will 
be seen, one can write down the solution without 
undue difficulty. In order to compare with known 
things,25 we may consider our solution for the 
timelike case (4.42). 

Indeed, certain results, though concerning the 
HLG only, can sometimes by obtained in a more 
convenient form in the context of the larger 
Poincare group, since we can use operators to 
vary not only jj 3 (as does N) but also X and i o. 
This gives a wider choice of recursion relations 
and we can pick out the most convenient ones. In 
our opinion, the forms of the finite Lorentz trans-

formation matrix and of the transformatioil coeffi­
cients between the Lorentz bases diagonalizing 
the rotation and the other two subgroups [E2' 
SU(I, 1)] that can be obtained as by-products from 
our solutions are examples of the above-mentioned 
fact. 

It may be noted that our systematic use of the 
matrix elements of the operators such as po and 
WO permits us to avoid complicated differential 
difference equations26 and simplifies consider­
ably our work. Weare, of course, obliged to use 
rather unconventional formal manipulations 
involving the variations (X ± i). Matrix elements 
of this type have been repeatedly discovered and 
discussed by different authors.27 However one 
may choose to interpret them, as has already 
be.en emphasized in Ref. 1, they can be used 
directly as a quite efficient formal tool in cer­
tain types of calculations. For simple cases 
(e.g., the case of zero-spin, zero-mass discrete 
spin, and finite Lorentz transformation matrix 
for certain limiting values of the parameters) 
the known results obtained by other methods can 
be reproduced fairly effortlessly. But they also 
enable us to tackle the more complicated cases 
with relative ease and in a unified fashion. In 
this paper we content ourselves with exploiting 
to the full their effectiveness in formal calcula­
tions, without attempting rigorous mathematical 
justifications of the steps involved. 

2. CALCULATIONS OF THE COEFF1CIENTS 

(j/:I ~1 ~) : RECURSION RELATIONS FOR 
,.,., j 0' AND A (GENERAL CASE) 

Let us introduce for the time being the compact 
notations [see (1. 8)] 

Then, considering the action of po on the two 
pO XO 

sides of (jj tl po Ij] ~ >, we obtain 

po <~?ILI~jo> = {(jo + 1] + [jo - I]} 
JJ3 JJ3 

+ {[X + i] + [A - i]}. (2.2) 

The matrix elements of WO [Eq. (2. 23) of Ref. 1] 
give us 

IpllL <~.01L1 ~!o> == iX{Uo + 1] - Uo - In 
JJ3 JJ3 

- io{(X + i] - [A - i]}· (2.3) 

Similarly, using the operator «roM, we have2 
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-[QI(+>{(j - lJ.)(j + IJ. + 1)}1/2'<Jf, 0IJ. + 1\ ~jO) + QI(_>{(j + lJ.)(j - 11 + 1)}1/2 <~? 1.1- 1\ ~jO>J 
' . 'J3 113 113 113 

= - poIJ.2 <~j:J.1I~J3°) + (i~)2{(jO + 1] + (jO - I]} + jM[~ + i] + [~- i]} (2.4) 

= - po(1J.2 - j~) <~,OIlI~!O> - (ja + ~2){(jO + 1] + (jo - I]} (2.5) 
113 lh 

= - PO(1l2 + ~2) <~,OIJ.I ~!O> + (j~ + ~2){[~ + i] + [~ - ill, (2.6) 
1J3 113 

where we have used (2.2) in deriving (2.5) and (2.6). Again using the operator P x \Ji.:y2 and simpli­
fying the rhs as before by using (2.2) and (2.3), we obtain finally 

(For zero value of jo or ~ we cannot, of course, 
put it in the denominator. This need, however, 
cause no confusion.) 

Hence,.separating the values (IJ. ± 1), we can write 

x {(-I ± IJ./i>.)[>. + i] + (-1 'f IJ./i>.)[>. - i]} 
(2.9) 

-.lp ± Ipl ~~\1l2 - j~)<1!,olll~9~>+ U5 + ~2) 
~ 0 10) 113 113 

x {(I ± IJ./jo}[jo + 1] + 1 'f 1J.1i0)[jo -IJ}. 
(2. 10) 

Let us now consider the expression 

(jo + Ei~)a(_}{(j + Il)(j - IJ. + 1)}1/2<~~1J. - 11 ~!o). 
113 113 

(2.11) 

From (2.9) and (2.10),noting the relation 

(i~o -lplio){1J.2 + ~2) + E(jOP O -lpli>'){J.l2 - ja) 

= (EPo -lpl){jo(/.I2 + ~2) + Ei>'(1J.2 - jg)} 

- (j~ + ~2)(jo - Ei~)EPO (2.12) 

and using the expression for 

as obtained from (2.2) and (2.3), we get after 
some Simplifications the result 

(2.7) 

(2.8) 

<po 11- 11 Ai > 2(j 0 + Ei~)O'(_){(j + J.I)(j - J.I + 1)}1/2 jj3 jj30 

= (EP O -lpl){jo{J.l2 + ).2) + Ei>.{J.l2 - j~) 

po /' A + J.l(ja + ~2)}Cj: ~J3)- 2E{(1J. - Ei~) 
x[jo + 1] + (IJ. +jo)[~ + iE]}. (2.13) 

This expression will turn out to be quite useful 
later on. An analogous expression can be written 

with /~,0l.l + 11 ~! 0), on the left. 
V13 J13 

Up to this point we have treated the three cases 
(p2 ~ 0) in a unified fashion. Now it becomes more 
convenient to separate them in order to bring out 
the particular features for each case and to com­
pare them eventually. 

3. THE LlGHTLIKE CONTINUOUS-SPIN CASE 

Let us now consider the case p2 = 0, ~ = - r2. 

Variation of jo and ~ (for jJ. = j) 

Let us define (considering for the present a fixed 
value of T) 

1T~,"tI'~!30r> = [(j + J.I) !(j - Jl) l(j + jo)! 
\ 11 11 

x (j - j o)! (j + iA)!(j - iA) 1]-1/2 A~ra(Po, r) 

always (z)! = r(z + I}. (3.1) 

(We .will sometimes drop certain indices, when 
there is no risk of confusion.) Now, putting 
IJ. = j in (2.9) and (2.10), we get finally (corre­
sponding to J.I + 1 = j + 1 on the left) 

0= [E(2Ip,llr)Uo + Ei)')AeO + A{!i1' - A~~J'] (3.2) 
10 0 0 
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and 

0= (j2 - j~)[(2Ipl/T)(jo + i€A)A{~o 
Aii Aii] + Aio+l - Aio::l' (3.3) 

The solution of (3.2) and (3.3) satisfying the 
proper symmetry and (as will be shown below) 
proper normalization conditions turns out to be 
in terms of the modified Bessel functions of the 
third kind,28 

A{;o(PO,T) = ei1rioKjo+ifA(T/lpl)FiPo,T). (3.4) 

In an analogous manner, putting j 0 = j , one can 
show that 

A{~(PO,T) =eillIlKIl+iA(T/lpl)Fj(Po,T). (3.5) 

The same Fi in (3.4) and (3. 5) guarantees the 
symmetry 

A
ja _ Ai8 
A8 - Aa (3.6) 

(a and f3 being possible values of j 0 and J1.). The 
values for J1.= -j (or jo = -j) can be taken to 
be consistent with the symmetry condition 

(3.7) 

We also have the symmetry 

A{;o = (±)A~tio' Atr = (±)A~~jo' (3. 8) 

the positive and the negative signs corresponding, 
respectively, to integral and half-integral values 
of j. These again will hold for general values of 
/J. andjo' 

The fundamental symmetry relation 

makes the foregoing results evident. 

We will now extract successively the j and Po 
dependence of Fi (Po, T) in (3.4) and (3.5). 

Variations of. j 

Using the matrix elements of P±,(=Pl ± iP2)on 
the energy rotation states (Ref. 2, Appendix), we 
obtain (for j 3 = j) 

(3.9) 

Now using the matrix elements of P_ on the 
Lorentz basisl we obtain finally for p, =j ~ 1, 
jo =j 

j-I .2p 0 1 j.i-l 
AA.j-l(P O' T) = -z--:r (2j _ 1)(2j)AA.j (Po, T) (3.10) 

or,from (3.5), 

Fj-l(P O' T) = (-i 2Po){(2j - 1)(2j)}-lFj(PO' T). 
T (3.11) 

Hence 

( 
2p )-i 

Fj(P o, T) = (2j)! -i/ F(p o, T), say (3.12) 

(po = €Iplfor zero mass). 

Variation of. I p I 
We now utilize the basic relation (1.15): 

2Go = -i[pO, (N2 - M2)] 

= (N°P + peN) = - iPO(2IPI a I~I + 3) (3.13) 

and the matrix elements of GO on the Lorentz 
basis [Eq. (4.3) of Ref. 1]. After some simplifica­
tions we obtain 

21;1 (j5 +A2) (lplal;1 + l)A{%o(Po) 

=jo({j - jO)A{jo+l(P O) - (j + jO)A{jo-l] 

-iA[(j + iA)A{~ijo(PO) -A{~iio(PO)(j - iX)]. 

(3.14) 
Putting P, = j, we obtain, finally, 

21 p I ~I I a ( . )J ji ( ) -T-L P alpl + J +lJAAioPO,T 

= Aeiio(PO, T) + Aeiio(P O' T). (3.15) 

Hence, using (3.14), (3.12), (3.15), and the well­
known relation29 

we obtain 

(3.16) 

The constant C(T) will be determined through 
normalization conditions. (For p2 = 0, the 
operator NoM can also be used conveniently for 
varying ipl.) 

Descent from /J. = j 

From (2.13) (with p2 = 0), (3.1), and the further 
definition 

A~ro(PO,T) = {(j + p,)!(j - jo)!(j + i€X) !}B~jo(PO,T), 
(3.17) 
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we obtain the quite simple relation 

( . +. ) ~jl-1 + ( . A)B j jl J 0 tEA ./j>"jo IJ - t€ >.. io+l 

A. C HAKRABARTI 

Let us consider an integer n such that 

p.=j-n~jo· 

+ (p. + j O)B{.i€~O = O. 
It can be shown that by applying (3.18) n times 

(3.18) weobtain 

Bj~-n = (_I)n ~ ~ (j - i€A)!(j + jo)!(jo + i€A - b - I)! . ' _ ) jj 
>"J o a~a!b! (j-i€A-a)!(j +jo-b)!(jo +i€A +a)! (Jo +t€A +a bB>..+iEboio+a.1 

with a + b = n = j - p.. ( 3. 19) 
Hence, for p. ~ j 0' 

A{~o = [(-l)j-IJ/(2j)!]{(j + p.)! (j - p.)! (j + h) ! (j - jo)! (j + iA)!(j - iA) !} 

j=1J (jo + €iA - b -1) !(jo + €iA + a - b)Aj:+a,>..+iEb 

x a~ a!(j +jo-b)!(j-jo-a)!(j +iEA-b)!(j-i€A-a)!(jo +i€A +a)!' 

with a + b = j - p., (3.20) 

where due to the factors (j + jo - b)!, (j - jo - a)! 
in the denominator the summation is restricted to 

other boundary values (/l = - j or j 0 = ± j) turn 
out to be equivalent, as they should. 

(3.21) 
Final Expression 

For J.J.';; j 0 we can utilize the symmetry condition 
(3.6) 

As is shown in Appendix A, the normalization con­
stant in (3. 16) is given by 

jcx j8 
A>"8 = A).cx· C(T) = 4/firT. (3.22) 

The solutions for A~~o obtained by starting from Thus finally, we can write (for IJ ~ j 0) 

/T ~.olJ I ~1,oT) = ()jjI{)j j' (4/..fiT) (iT /2p 0) (j+1>{(j + /l) ! (j - /l) ! (j + h) ! (j - j 0) ! (j + iA) ! (j - iA) !}1/2 
\ JJ 3 JJ3 33 

j-lJ+j ~ (- 1tUo + iEA - b - l)lU o + iEA + a - b)Kjo+i>..+a-b(T/lp I) 
x(-l) °aL:oa!b!(j +jo-b)!(j-jo-a)!(j +i€A-b)!(j-i€A-a)l(jo +i€A +a)!' 

j+jo~b, j-jo~a; a+b=j-IJ. (3.23) 

The formula (3.23) along with the symmetry rela- 4. THE TIMELIKE CASE 
tion (3.6) gives the complete solution. If we want Let us now consider the case 
to consider a larger space including all possible 
values of T, we have to add a factor T-16(7 - 7') p2 = m2 > 0, W2 = - m2s(s + 1). 
for a set corresponding to T'. 

To start with, we define (considering fixed 
m and s) 

< 
pOp.j A.jo ) _ [(j + /-I)!(j - p.)!(j + jo)!(j - jo) !(j + iA)!(j - iA) IJ-1/2 A jlJ (P 'm s) (4.1) 

m,sjj3 jj3 m
,S - (s+/l)I(s-p.)I(s+io)!(s-jo)!(s+iA)!(s-iA)! "jo 0' , • 

We have to consider two cases separately in using 1.(2 / ) ( I I ) js ( js 

) 
l' E m POiA + p jo A"+i + j + iA)A"+ij (2.9)and(2.10. ° 0 

Case 1 ,j ~ s: Putting IJ. = sin (2.9) and (2.10), 
we obtain (4.2) 
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Case 2, j .;; s: Putting./-I. == j in (2.9) and (2.10), 
we obtain 

{(2E/m)(P oiX + Ipljo)A{~o + (s + iX)A{~ijo 
j ~.~ 

- (s - iA)A~-ijo} = 0, 

(j2 - j~){(2E/m)(p oj 0 + Ip I iX)A{~o + (s - j 0) 

A
jj ( . )Ajj } 0 (4 5) X Ajo+l- S +)0 Ajo-l = . . 

(Analogous equations can be written for j 0 = s or 
10 = j, and the· symmetry fJ ¢ j 0 is always present.) 

A special situation occurs for the simplest case, 
namely s = O. The complete solution for zero 
spin is briefly derived in Appendix B. Let us now 
concentrate on the case s> O. 

For the sake of the definiteness, we will consider 
for the present only the positive energy case 
(E = + 1). It is not difficult to see that, as in 
Sec. 3, a change of sign of po is associated with 
the substitution X ~ - A. 

For s> 0 Uo '" 0), it is convenient to introduce 
the variable 

x = e-2t, 0 ~ x .;; 1, 

where 

Po = m cosh~, I p I = m sinh~. (4.6) 

Case 2,j ~ s30: Substituting in Eqs.(4.4) and 
(4.5), in order to eliminate the factors x±1I2 
which appear, we define 

(4.7) 

We obtain for ~(+) 

x - xes - iA)~(+) = 0 (4.8) 
A-ijo ' 

(j2 - j~){[(j 0 + iA) + x(j 0 - iX) ]~(~) + xes - j 0) 
AJo 

x ~(+) - (s + j )~(+) } = O. (4.9) 
Ajo+1 0 Ajo-1 

Similarly, 

[(j 0 + iX) - x(j 0 - iX) ]~(-:) + xes + iX)~(: .. 
AJo A fJO 

- (s - iX)~(-) = 0 (4.10) 
.1.- ij 0 ' 

(j2 - j~){[(j 0 + iX) + x(j 0 - iX) ]~(~) 
AJo 

+ (s - jo)5=<-:> - xes + jo)5=<-:) } = O. (4.11) 
AJo+1 AJo-1 

These equations correspond to well-known recur­
sion relations for hypergeometric functions or 
polynomials,31. except for an additional change of 
sign for the variations X ~ X ± i. 

As will be seen more explicitly later on, the sym­
metry (X,j 0) ~ (- X, - j 0), and more particularly 
the required limiting form (as m ~ 0, s ~ re, such 
that ms ~ T) corresponding to the result of Sec. 3, 
namely 

e i1r joISo+iA (T /p 0)' 

leads us to the solution32 

= [x-1/2(jo+i.\.)F(- s - jo,- s - iX;-2s; 1 - x) 

-x1/2<io+i.\.)F(-s + jo,-s + iX;-2s; 1 - x)] 

x eilfjo CSC{7TU O + iX)}~lm.s)(x). (4.12) 

In the above formula, the hypergeometric poly­
nomials are defined to be 

F(--,- s 'f jo'- S 'f iX;- 2s; 1- x) 

s:i.o (- s 'f j O)n (- S 'f iX)n 
= l..J (_ 2) , (1 - x)n, 

n~O S nn. 

where 

(4.13) 

(a)n = a(a + 1)'''(a + n - 1) = rea + n)/r(a). 

We can express the solutions also in terms of 
hyper geometriC polynomials in x or in terms of 
Jacobi polynomials. We will use these forms 
later on. It will then also be seen that the sym­
metry conditions implied in (4.12) lead auto­
matically to solutions regular at x = 1 or Ip I = O. 

Symmetry relations of the type (3. 6)-{3. 8) hold 
again, and we could, in particular, have written an 
exactly similar formula for j 0 = j by interchanging 
J..I. andjo in (4.12). 

Variation of j: USing the matrix elements of P± 
(as in Sec. 3) we obtain 

(- i2Ipl/m){{2j - 1){2j){s + j)}-lA{r1 = A{;:{-1. 

(4.14) 

Hence (using the solution corresponding j 0 = j), 

5=~m.s)(x) = (- i(2lp I /mti(2j)! (s + j)! ~(m,s)(x) 
= x(1/2)}(1 -tjx)-iei(1r/2)i (4.15) 

x (s + j) !(2j) !~(m.s)(x). (4.16) 

Variation of x: Using the matrix elements of Go, 
we obtain (as in Sec. 3) 

(j~ + X2}(2Po/m).[(ipI2/po)ao + 1]A~jo(x) 

= (j~ + X2)x-1/2[- 2x(1- x)ax + (1 + X)]A~jo(x) 
=jo[(s - jo)(j - jO)A{jo+l - (s + joW + jo) 

x A{jo-l] - i~[(s + iA)(j + iA)A~~iio 

- (s - iA) (j - iA)A~~ijo]' (4.17) 
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As a generalization of (3.16), one may assume a 
solution of the form 

(4.18) 

Substituting in (4.17), cancelling some common 
powers of x, and then comparing the coefficients 
of {1 - x)n on both sides, we obtain 

Qi = t, (3=S-l. (4.19) 

Thus,jinally,jor j -'S S, 

Aj~ (x) =c ei(rr/2)joei1fjo CSC{1T(j + iA)} 
AJo (m,s) 0 

x (s + j) ! (2j) !x(1/2)(j+l)(1 - x)-s-j-l 

X [x-(1/2)(jo+iA)F(- S - jo,- s - iA;- 25; 1 - x) 

- X<1/2)(iQ+iA)F(- s + jo,- 5 + i>.;- 25; 1 - x)]. 
(4.20) 

The correspondence with Stroms formula33 is 
evident. We may note the following useful alter­
native forms of the hypergeometric polynomials 
in (4.20). We have 

As compared to the formula (AI9) of Ref. 14 
[including the additional phase factor given follow­
ing (A19»), the rhs of (4.25) is of the form34 

{(2j + 1)(25 + 1)}-1/2 C(m,s)ei1f(s+jo)d~!o(x), (4.26) 
1T(25) ! JJ s 

F(- s 'F jo, S 'F i>.;- 2s; 1 - x) 

= CC'F)F(- s 'F j 0' - 5 'F i>', 1 'F j ° 'F i>.; x), (4.21) 

where 

C<±)= (s ±jo)!(s ± i>.) !/(25) !(±jo ± i>.)!. 
(4.22) 

Again in terms of the Jacobi polynomials we can 
write 

F(- s ±jo,- s ± i>.;(- 2s); I-x) 

(s + j 0)1 (8 - j o)! 
== 

(28) ! 

x (1 - x'f"fio P(f~o$iA.±jo"iA) (l~ x), 
5'<Jo 1 x 

where 

(1 + x)/(1 -x) == coth ~. 

Using (4.1), (4.20), and (4.23), we obtain (for 
j -'S 5 and E = 1) 

1· ( Pojl >'10 ) 1m m, S; .. .. m, s 
113 113 

= lim (m.
s

) (T .. J.LI~OT). 
[ 

C m J po . 
(28) ! 2.Ji1 113 113 

(4.23) 

(4.24) 

(4.25) 

(4.31) 

where d;j~(I) = f)js' 
(4.27) Hence the correct limiting behavior is obtained: 

Limit to Zero Mass Continuous Spin and 
Normalization 

Let us now consider the limiting form when 

m -t 0 and 5 -t 00, such that ms -t T. (4.28) 

The condition (4.28) implies 

8x1/2 -t (T/2P O)' (4.29) 

From (4.1), (4. 20), using (4. 21), (4. 22) taking the 
term by term limit and noting that35 

lim r{z + a) = zar(z), 
IZI .... oo 

(4.30) 

we obtain, finally (in terms of the results of Sec. 3, 
with € == 1), 

C(m.s) == 2..[iT/m(2s)!. (4.32) 

Such a determination of C(m .s) is not quite unam­
biguous. However, since our normalization con­
dition is (for fixed m, s,j ,j 3) 

(4.33) 

Comparing with the correspondtng formula (A1S) 
of Ref. 14, and using (4.26) (it is sufficient for our 
present purpose to consider the simplest case 
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with j =0), we obtain 

(m 2/41T){CC* /[(2s)! ]2} = 1. (4.34) 

Hence (4. 32) does indeed give the correct norma­
lization, with the constant phase factor chosen to 
agree with our convention in Sec. 3. 

Case 1, j ;. s > 0: It is not difficult to verify 
that, in this case, 

A~;o (x) =C(m,s}e i(1f/2)j+i'lfjo(j + s) !(2j)1 

X CSC{1T(jO + i~)}x(S+1)/2(1- x)-j-s-l 

x [x- U/ 2)(jo+iA.l F(- j - jo' - j - i~; 2j; 1 - x) 

- x Uoi A.l/2 F(- j + jo' - jO + i~; - 2j; 1 - x)]. 

(4.35) 
The treatment of Eqs.(4. 2), (4. 3), and (4.17) is evi­
dently symmetric with that of the previous case 
and so presents no problem. There still remains 
to determine a factor depending (apart from m and 
s) only on j, which according to (4. 35) should turn 
out to be 

~i = C(m,s)e i (1f/2>i(j +s}!(2j)!. (4.36) 

Since now 

and we have again to vary j (and not s), the situa­
tion here is not quite symmetric with respect to 
the previous case. Using the matrix elements of 
p _ and putting JJ. = s, we obtain 

(_ i2Ipl/m)A{~o = (j~ + ~2}-1(P + ~2) 

X [(j - jo}(j - jo - 1)(s - jO)A{/:l + (j + jo) 
, 0 

x (j + jo-1)(s + jo}A~}~1Sd + (p - j~}[(j + i~) 
o-

x (j + i~ -1}(s + i~)Aj;+~: + (j - i~) 

x (j - i~ - 1)(s - i~)At~;o]' (4.37) 

Cancelling the common factors of x on comparing 
the coefficients of (1 - x)O on both sides, we 
obtain 

ffj= i(2j - 1)(2j)(s + j}~-1' (4.38) 

This verifies (4.36) and hence (4. 35). The constant 
C (m,s) is, of co~rse, the same as in (4. 32), ensuring 
consistency at 1 = s. 

Hence finally, using the definition (4. 25), we obtain 

(4.39) 

where a and {3 are possible values of j and s. 

Descent from JJ. = j or s: From (2. 13) (with 
E = 1), defining 

A~~O =(s +JJ.) !(s - jo)!(s + i~)!(j + JJ.)! 

x (j - jo)!(j + i~) !B~~o' 

we obtain 

(4.40) 

( ' + ' )Bjll -1 + ( ')Bill + ( +') Bill 10 z~ Ai JJ. - z~ A}' +1 JJ. 10 A+i}' 
000 

= x 1/ 2(jO + i~}(JJ. - z~)(JJ. + jo}B~jo' 

This is a generalization of (3.18). 

(4.41) 

For j ~ s and JJ. ;. jo' the solution is found to be 

(4.42) 

where 

a + b = (j - JJ. - r) (4. 42'} 

and 

(jo + i~ - b - 1) !(jo + i~ + a - b) l ,r - --:-~O-;---:--------"'''7T'......,..-:----=--..,-,-,o-;----~ (4. 42"} 
a,b - a!b!(jo-f>..-a-r)!(j+jo-b-r)!(jo+i~+a)!· 

As usual the sum is restricted to nonnegative 
values of (j +jo - b - r). SimilarlY,for j;. S, 

BIll = e ilT (.s-ll) (s - JJ.)! (s - i~) ! (s + jo)! 
AlO 

(4.43) 

where a + b = s - JJ. - r. 

For JJ. < jo' we can as before use the symmetry 

A iu AiB 
AS - AU' 

Final Expression 

Putting together the foregoing results, we obtain, 
for j "" s and JJ. ;. jo (E = 1), 



                                                                                                                                    

1832 A. CHAKRABARTI 

i-Il- r ( (-l)a(jo +i">..-b-1)I(jo +i">..+a-b)!(-jo-i">..-a+ b)! 

x a~o a!b!(j - i">.. - a - r)!(j + jo - b - r) !(jo + i~ + a) l(j - jo - a)!(j + i">.. - b)! 

x (8 _ jo _ a) :(8 + i">.. _ b) !) [x- (jo+iA+a-b)!2p(_ 8 - jo - a, - 8 - i">.. + b; - 28; 1 - x) 

- x<io+iA+a-b)!2p(- 8 + jo + a,- 8 + i">.. - b;- 28; 1- x)], a + b = j - /.1. - r. (4.44) 

The above expression, coupled with the sym­
metries 

(4.45) 

and 
ff~~ (x) = e(i1T/2)(a-tl) fftlA:~ (x), (4.46) 

completes the solution. 

5. THE SPACELIKE CASE 

Let p2 = - m 2 < 0 and W2 = m 2K(K + 1). Let us 
first consider the case 

K = - ~ + iT}, T} real 

A. Application of a Deformation Formula 

One solution is immediately obtained by using the 
deformation formula of Ref. 2 (Sec. 5) and the 
results of the Sec. 3 of this article. 

Replacing m for the moment by T, we obtain"in the 
notation of Ref. 2 $2 = - T 2), with 

sine = T/ Ipl, cose = Po/ Ipl; (5.1) 

< Po~l">..jo> ~ J'*-.... = (2rrlpl)-1!2"'!D -(O-(}-rr/2) JJ3 113 w ll /.1./.1." , 

xJ'OOdlp le-i(lP" I/Ip 1)lp rU/2+il)<~.0/.1.1~!0) 
o 0 0 0 0 113 113 . 

forms,36 we obtain, in terms of Legendre functions, 
for all a, b, and for 

. > 1 /.1. ± Jo - 2, (5.4) 

1= (n/2T)1/2( Ii> I)-(j+il)r(j - jo + ~ i(T} - ">..» 

r( . ./ 1.( ">..» p-(j+il) (.- / ) x J + Jo + 2 Z TJ + -l/2+io+iA tpo T • 

(5.5) 

The other values of /.1.,jo can be treated using the 
necessary symmetry relations [/.1.~ jp, (/.1.,jo) ~ 
(~ /.1.,- jo)] for the last factor in (5. 2). 

The integral I can also be expressed in terms of 
hyper geometric functions by treating (5.3) as a 
Mellin transform. The resulting formula is then 
more complicated. 

Analogous treatment can be given for K = - n 
(and even for the timelike case), introducing the 
nonunitary representations discussed at the end 
of Sec. 5 of Ref. 2. Since, as has been noted in 
Ref. 2, such nonunitarity representations come 
in pairs, permitting the construction of scalar 
products, suitable orthogonality and complete­
ness relations for the corresponding transforma­
tion coefficients can also be found. Due to this 
fact, such nonunitarity representations might be 
useful. We will not, however, discuss them in 
this paper. 

B. Direct Method and Continuation of the Solution 
(5.2) for p2 > 0 

We have chosen to integrate over positive or nega­
tive po states accordingly as Po is positive or 
negative. This displays directly the necessary 
symmetry relations <Po, ">.. ~ - Po' - ">..). The ortho­
gonality and normalization properties are obtained 
at once from the results of Appendix A of this 
paper and those of Sec. 5 of Ref. 2. 

The integral in (5.2) over the pO-dependent terms 
can be carried out easily. Thus, for example, con­
sidering the case Po > 0 and using (3.23) for the 
terms in (5.2) with /.1. '" jo' we can write the inte­
gral as 

1- loodPoP -(j+il)+3/2)e-i PoIPoK (Tip) - 0 0 jo+iA 0 ' 

jo = jo + a - b, a + b = j - /.1.. (5.3) 

U sing the appropriate formula for Laplace trans-

We can, of course, also solve directly the recursion 
relations implied by our matrix elements for the 
spacelike case. In order to bring out most clearly 
the relation with solution for the time like case 
(and with the continuous-spin case as a limiting 
form), let us adopt the following phase conven­
tions [writing in (1. 8~ and (1. 9) (p2)1!2 = im]: 

Cio±lio= im [(K ~ j )(K ± j + 1)]1/2 
(j2 + ">..2) 0 0 , 

o (5.6) 

CAtiA = im [(K ± i">..)(K ~ i">.. + 1)]1/2. 
J o (j~ + ~2) 

Similarly we put 

a (±)= im[(K ~ /.1.)(K ± /.1. + 1)]1/2 (5.6') 

in the formulas of Sec. 2. 37 Note that Cio ±
lio and 
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(l1 (±)are real. For the energy and momentum we 
use the parametrization 

Po = m sinh~, Ipl = m cosh~ (5.7) 

and x = e-2t such that positive values of po cor-

respond to 0 < x < 1 and the negative values to 
l<x<oo. 

The solutions of the recursion relations can now 
be obtained in a fashion quite analogous to that for 
the timelike case. Thus, for example, defining 

j~ K1!,OIlI~!Om K)=[U+Il)!U-Il)!(j+jo)!U-jo)!U+iA)!U-i>..)! ] -1/2Aj~ (pO,K), (5.8) 
'\' J13 JJ3' (K + Il) !(K - Il) !(K + jo)!(K - jo) !(K + i>..) !(K - i>..)! ).lo 

we obtain 

A~:jo (x) = [(211)1/~/im ]e-ill (j+1) (2j) !(K + j)! X (j+l)!2(1 + x)-K-j-1ei!Tjo CSC[1TUO + i>..)] 

[ 
(K-jo)!(K-i>..)! 

x (- x) (j+i).)/2 F(- K - J'o - K - i>"'l - J' - i>..·- x) 
(- jo - i>..)! "0' 

(K + jo)!(K + i>..)! J 
- (- x)+(jo+£)')/2 U

o 
+ i>..)! F(- K + jo'- K + iAj 1 + jo + i>..;- x), Po;;' 0 and - x = ei1Tx 

(5.9) 

and, putting y = 1/ x = e2€, 

A~\(x) = [(21T)1/2/me-irr (j+l)(2j) !(K + j)! y{j+l)!2(1 + y)-K-j-1eillio CSC[11UO - i>..)] 

[ 
( )/ (K-jo)!(K + i>..)l F( K ' K ' 1 ' , ) ( )(, ').)/2 x (-y) jo-iA 2, , - -10'- + Z>..j -Jo + t>..;-y - -y 'O-l 

(- 10 + t>")! 

x (K +( ~o)!(~), i>..)! F(- K + jo' - K - i>..; 1 + jo - i>..;- y)] Po <S; 0 when x ;;. 1 and y <s; 1. (5.9') 
Jo - t>.. . 

The expression (5.9') can be shown to be the 
analytic continuation of (5.9) for x > 1. 38 More­
over, since the arguments of the hypergeometric 
functions are negative in (5.9) and (5.9'), integral 
representations (with suitable chosen contours) 
can be introduced, valid for all positive values of 
x (or y). 

The final constant factors in (5.9) and (5.9') have 
been chosen, as in Sec. 4, by considering the limit­
ing forms that should give the zero-mass con­
tinuous-spin solutions. (But we have included an 
extra factor 1/ /2 to take account of presence of 
both signs of the energy.) 

In comparing the limiting forms, it should be noted 
that our phase conventions correspond to the case 
m ~ 0 (when x ~ 0), IKI-,) 00 

such that 

iKXl/2 ~ 7/2 tp I. (5.10) 

A change im ~ - im in (5.6) corresponds to a 
change ixl/2 ~ - ixl/2 (or iyl/2 -,) - iyl/2) in 
(5.9) [or (5.9')] and iJ( ~ - iK in (5.10). That is 
(for T > 0) the two cases correspond to the choice 
of negative and positive 1/, respectively. 

Let us note that the solutions [(5.8)-(5.10)1 are 
obtained from the corresponding solutions for 

p2 > 0, apart possibly from a constant factor 
to be adjusted suitably, through the substitutions 
(using the relation (4.21)] 

m-')im, xl/2~ixl/2, S~K=-~+i1/. 

(5. 10') 

(The introduction of y for Po < 0 amounts finally 
to a mere change of notation.) 

Indeed it is not difficult to verify that considered 
as a function of the above-mentioned parameters, 
the solution obtained in Sec. 4 can be continued 
analytically in the corresponding complex planes 
(orienting suitably certain branch cuts) starting 
from the initial real values (satisfying m > 0, 
o < x < 1, s ;;. lio I, I Ill) to the final values indi­
cated in (5. 10'). This relation holds for general 
tJ. values. We have to use the solutions (for 
p2 > 0) with Il = ±j as a starting point. 

Let us, however, poin~ out in more detail the dif­
ferent possible recursion relations for /J.. 

For E = 1, defining 

A{jo = {(K + 1l)!(K :;: jo) !(K ± iA)!(j + Il)! 
x (j :;: jo)!( j ± iA)! }B{jo ' (5. 11) 
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we obtain from (2.13) (and analogous equations 
that can be constructed) 

(±jo ± iX)B~J~l + (j.L Of f>.)B~J' ± 1 + (j.L ± jo)B~~ .. o 0 'VotJo 

= (- x)l/2(±jo ± iX)(fJ. ± iX)(fJ. ± jo)Bt • (5.12) 
o 

[The factor ei1f/2xl/2 on the right changes to 
e-i1f/2xl/2 for the alternative phase convention 
indicated following (5.10). ] 

For E =- 1, we have to substitute in (5.11) and 
(5.12) 

X -7 x-l = y and X - - x (5.13) 

in. the coefficients, and the variation in A becomes 
Bf-iio [see (2.13)]. 

If we want to start with the limiting value p. = 
- j, it can be shown [starting with equations 
analogous to (2.13) with the (j.L + 1) amplitude on 
the left] that, on defining 

A~}. = {(K - p.)!(K Of jo)I(K Of iX)!(j - j.L)1 
o . 
x U Of jo)!U 'f iX)I}BZo ' (5.14) 

one obtains (for E = 1) 

( . . )B-ill+l + ( . );;ill + ( . )-jll ±Jo 'f fX A.jo - fJ. ± fX DA.io±l - j.L ± Jo BA.±ijo 

= (- x)1I2(±jo 'f iX)(- j.L ± iX)(- p. ± jo)B~~ • 
o 

(5.15) 

For E =- 1, we have again to make the substitu­
tion (5.13). 

The solution of (5. 12)(with the upper signs) is 
obtained from (4.42) through the substitution 

Xl/2 -) (- x)l/2. (5.16) 

The solutions for the other cases considered in 
(5.11) and (5. 14) follow from quite evident sym­
metries. 

First expressing Ato (x) in terms of A!~~(X) 
through solutions of (5.12) or (5.15) and then 
util~zing (5.9), (5.9') (and analogous solutions for 
AtD and finally (5. 8), we get the required results. 

Thus, for example, for E = 1 and fJ. ;;, jo' starting 
from j.L = j, we obtain 

j-II- r (-I)aUo + iX - b - I)! 

x a~o alb IU - iX - a - r) IU + jo - b - r) IUo + iX + a}!U - jo - a)!U + iX - b)! 

x (- x)-(jo+i!..+a-b)f2 ~ ~ ;~ : ~~: (jo + iX + a - b)! F(- K - jo - a,- K - i'A. 

(K + jo + a)l 
+ b; 1 + jo + iX;- x) - (x)(jo+iA.+a-b)/2 (K _ jo _ a)! (- jo - iX - a + b)! 

x F(- K + jo + a, - K + iX -b, 1- jo - iX;- x) • 

(The solution for p2 > 0 can also be written in a 
closely similar form.) 

The other cases can be obtained from (5.17) using 
the symmetry relations (repeatedly pointed out) 
which c'an be written symbolically as 

For Po < 0, we have to make the substitutions 

x -) y (=x-1) and X -7 - X. 

We have not derived the normalization properties 
of the solutions of this subsection by direct 
calculation. This is one of the aspects in which 
our results remain incomplete. 

In order to study thoroughly the relation of the 

(5.17) 

two solutions given in subsections 5A and 5B, res­
pectively, we should examine explicitly, among 
other thin$s. !"he action, on the (Po, ~,jj3) basis of 
5A, of N, WO, GO [the latter two operators being 
obtained by commuting Po with N'M and i(N2 -
M2), respectively]. This we will not attempt to do. 
Let us note, however, that the deformation formula 
[Ref. 2, Eq. (5. 2)] 

P = G + TtP with K = - ~ + iTt 

corresponds to the matrix elements of Po with 
(compare (5.6)] 

C{O±lio='f i(jo ± K ± 1) T/Ug + X2), 

C~±iA. ==± (ix 'fK 'f 1) T/{j~ + ;\2). 
Jo 

p2 = _ 1'2, 

(5.18) 
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The conventions 

P = G - TiP or K = - ~ - i1/ 

correspond to a substitution (K + 1) -7 - K in 
(5.18). 

Such an alternative form (5.18), which still con­
serves the Hermiticity of the matrix elements 
jo -7 jo ± 1 of the energy operator, is only pos­
sible for the case ReK = - ~ . 
A similar remark applies the matrix elements 
of VI and its reduced elements a (±) • 

C. K=-n 

Let us now consider the case 

K=-n, n=t,I,~, ••. 

Now the values of j, Il, and jo are restricted to 
j ~ I Ill, Ijo I ~ n, all being integral or half-integral 
accordingly as n. Subject to this restriction, for 
each value of Il, jo can be positive or negative and 
vice versa, giving four possible cases. 

The case n = t (which can be obtained in the limit 
as 1/ -7 0 from the previous case) is exceptional. 
Its contribution in the crossed-channel partial­
wave analysis, according to formalism of Ref. 5, 
vanishes [due to a factor (2K + 1)]. For this 

case, W2 [=m 2K(K + 1)] is negative, while, for 
n = 1, WZ is zero (which is, hence, also somewhat 
special) and is positive for n = ~ onwards. We 
will give only a somewhat brief and incomplete 
discussion of these cases. 

Let us examine what happens if we substitute 
formallY.fi = - n in the solution (5.8), for Il = j, 
where A~j is given by (5.9) (for Po >0). The 
first (seco%.d) term of (5.9) has a pole for jo ~ 
n (jo -'S - n) which cancels exactly the zero due 
to the factor 

and thus survives, the hypergeometri(J1'function 
reducing to a polynomial. The other term no 
longer contributes. 

Starting with the case Po > 0, Il ~ n, writing 

[(K Of jo) !/(K - Il) I )1/2 

= [(- n - Il + 1)(- n - Il + 2)· .. (- n Of jo)]1/2 

= ei1f/2 (u+io)[(n + Il - 1)! /(n ± jo -1) 1]1/2 

(5.19) 

for j > 0 and jo < 0, respectively, let us write the 
solution thus obtained from (5,8) and (5.9) for 
Il = j (including some modifications to be explain­
ed below) as 

< pOj Xjo _ 2e-
i
(1I!2)i+illi o(±jo±iX-l)I[(2j)l(j-n)l(-n'fiX)I(n+j-1)l]112 

njj3 I jj3 n> - v'1Tm[(j + jo) l(j - jo)!(j + iX) l(j - iX) l(- n ± iX) l(n ± jo - 1) l(- n ± jo) 1 ]1/2 

xx(Jfjo+iA+l)f2(1 +x)-j+n-1P(n 'f jo,n 'f iX; 1 Of jo 'f iX;- x). (5.20) 

The upper or lower signs are to be used for jo ~ 
n andjo -'S -n,respectively.) 

In writing (5. ?~) we have not only introduced an 
extra factor ../2 [since now only one term (5.9) sur­
vives] but, what is more important, we have sup­
pressed a factor e+1f A/2 (which is, however, essen­
tial for K = - t + iT/) in order to assure a certain 
normalization property to be discussed below [see 
(5.2) and (5.24)]. It can be shown that (5. 20)(and 
its analog for Po < 0) satisfies the required recur­
sion relations, provided we modify the matrix ele-

ments of Po by substituting for CjA±iA [defined in 
-A+'A 0 

(5.6)], C jo-' defined as (see Ref. 22) 

The upper or lower signs are to be used for 
io ~ n and io -'S - n, respectively. (The matrix 
elements can be given a more symmetrical 
appearance by introducing corresponding modi­
fications of phase factors for the j 0 -7 j 0 ± 1 and 

Il -7 Il ± 1 matrix elements. But this is not essen­
tial.) 

We will not write the general solution separately 
for different possible values of Il and i o' It is 
suffiCient to note that they are obtained by sup­
pressing a factor e- 1rA

/ 2 (or e llA / 2 ) in the surviv­
ing term of (5.17) (on putting K = - n) and then 
applying the usual symmetry properties if neces­
sary. 

As regards the normalization property of the 
solutions thus obtained, it is convenient to start 
by conSidering one of the simplest cases, say 

j = n = Il = jo. (5.22) 

It is quite easy to ver.ify from (5.20) that [consis­
tent with Eq. (5.10) of Ref. 21 

f"" dl Poll£.Lf ~ (A~n II ~oln E > IE I~o In I>",,! >J 
o 2 ~~±! n.13 n.13 '\ nJ3 nJ 3 

0(>'" - X) 
(n2 + X2) 

(5.23) 
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and 

~ {JO d>. / E I ~O I n I >."! ) < >t~ liP pin E ) 
f~"l 0 '\ nJ 3 nJ 3 nJ 3 nh 

2o(Po - Po) 2o(~ - n 
= Ipl m 2 cosh2~ 

(5.24) 

(The left-hand side is symmetric in ±,\ and we 
have adopted the convention of integrating over 
the positive values.) 

Evidently this property cannot be obtained without 
such a modification as (5.21). 

In view of certain ambiguities, it would have been· 
desirable to derive the normalization properties 
for general j values by direct calculation. Unfor­
tunately, we have been unable to find a suitably 
simple technique permitting this. 

One can, of course, avoid (for the case K = - n) 
gamma functions with negative integer arguments 
from the beginning by modifying (5.8) suitably 
for the different cases involved. Thus, for example, 
for IJ., jo ~ n, one can start with the definition 
(possible also, of course, for K = - ~ + i1/) 

[(j + IJ.)! (j - IJ.)! (j - jo)! (j - jo)! (j + i) \! 

X (j_i~)!P/2 <~?1J.1~!0) 
JJ3 JJ 3 

_ [(IJ. - K - l)!(jo - K - 1)!(- i>t-K-1)'J
1/2 

jjl 
- AA' (IJ.+K)!(jo +K)!(-iA +K)! J. 

(5.25) 

The solutions obtained present, in their turn, 
other problems to start with. It should also be 
noted that for K = - n, the limiting values ± n of 
I.L or j 0 can also be used as starting points of 
corresponding recursion relations. We will not 
enter, in this paper, into a discussion of all these 
different aspects. 

6. DIAGONALIZATION OF THE SUBGROUPS 
SU(l, 1) AND E(2) 

So far we have always considered bases which 
diagonalize the rotation or SU(2) subgroup of the 
HLG. Let us now discuss certain aspects of the 
bases which diagonalize the subgroups SU(l, 1) 
and E(2), respectively. We will not attempt a 
thorough study of these cases, but only briefly 
indicate certain important features. 

We can, of course, obtain the required results for 
the Poincare group by combining'our foregoing 
results with the transformation coefficients re­
lating the three bases 

I A!o) , 
PJ3 

(6.1) 

which diagonalize the subgroups SU(2), SU(I, 1), 
and E(2), respectively. 

These transformation coefficients (involving only 
the HLG and not the Poincare group) have been 
studied from various pOints of view. 1 5, 1 6, 1 8 

They can also be obtained in fairly convenient 
forms (and except for a factor) as particular 
cases of our preceding results for the lightlike 
and spacelike cases, respectively. (See the final 
remarks of this' section.) ThiS, however, is not 
the most direct way. 

Another point of view is to obtain factorized ex­
pressions just as in (1. 5) by diagonalizing the 
SU(l, 1) subgroup for spacelike momenta and the 
E(2) subgroup for lightlike momenta, respectively. 
The finite Lorentz transformation matrix (cor­
responding to each of the bases) appearing as a 
factor has been studied by several authors. 19,39,40 

Exactly as for the timelike case, we obtain for 
the spacelike one (starting for Simplicity with 
the original 3-momentum p parallel to the z 
axis when M 3 and the helicity operator have the 
same eigenvalue) 

where 

A(p)·p == (0, 0, O,m)==p{O) , 

and :Di~°K' [A(p)] is the finite Lorentz transforma­
tion matrix corresponding to the pure Lorentz 
transformation A(p) (parallel to the z axis) acting 

on the basis I;!~) diagonalizing the SU(l, 1) 

subgroup. (It is further being supposed that the 
spacelike representation satisfies (1.15) as in 
Ref.2.} 

For the lightlike case, starting with an arbitrary 
direction of momentum, we need essentially eval­
uate the matrix elements of a finite rotation which 
brings p in the z direction such that finally 

P == (w, 0, 0, w), say. (6.3) 

The effect of a further Lorentz transformation 
parallel to the z axis, reducing P to 

p(O) == (1,0,0, 1) (6.4) 

is trivial (multiplication by a factor w- 1). The 
remaining unknown factor can thus be taken to 
be (with P == T for W2 = - T2, p2 = 0, and pRJ) = 1) 

(6.5) 

This factor and the corresponding one in (6.2) 
may be determined, except for a phase factor, 
through suitable normalization conditions. 

A systematic-study of these bases, using tech­
niques similar to those used in this paper, may 
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be attempted by first obtaining the matrix ele­
ments of p3 and (PO - P3) acting on the 

I K~j.o) and I ~~ 0 ) bases, respectively: 
J3 PJ3 

To evaluate the matrix elements of P3, one can 
start with the relations [compare with Eqs. (2.7) 
and (2.11) of Ref. 1, replacing Jl2 by P2], valid 
for the general case 

{N3[N3,P3]} = _P3, 

{P3, [P3, (N2 - M2)]} = - 2[(P3)2 + p2], (6.6) 

{P3, [P3, NoM]} = 0. 

The corresponding relations for (PO _P3) are 

[N3, (po _P3)] = i(PO _P3), 

{(po _P3), [PO _P3), (N2 _M2)]} = _ 2(po _P3)2, 

{(PO _P3), [(PO -P3),NoM]) = O. (6.7) 

In this article we will not enter into the details of 
these aspects. Let us only briefly mention that a 
preliminary study indicates that the matrix ele-

ments of p3 on the I ~~ ) basis can be given a 

form fairly similar (in terms of K) to those of po" 
~' 

on the I .! 0 ) basiS, and that those of (p 0 - P 3) 
JJ 3 

on the I ;;~ > baSis are SImple, being obtained by 

replaCing the j-dependent factors of the matrix 
elements of po just by p (the same factor p 
appearing in all the four matrix elements). Such 
results are consistent with the solutions for the 
"P (0) transformation coefficients" [which appear 
in (6.2) and (6.5) quite analogous to that appear­
ing in Appendix C], namely a phase factor multi­
plied by a constant factor. This phase factor may, 
however, be modified, depending on the precise 
phase conventions adopted for the matrix elements. 
It is needless to emphasize that such results 
depend on the assumed formal validity of certain 
manipulations. Several special features arise, 
particularly for the spacelike case. 

Let us finally come back to the problem of trans­
formations among the bases. We would like to 
indicate the precise consequences of our phase 
conventions [in subsections 5B and 5C] for the 
spacelike case on the representations of the little 
group SU(l, 1) corresponding to (6,2) with 
P(O) = (0,0,0, m). It is easily seen that 

<
p(O)JlI ~!OK> R;(2j + 1)1/2 (Ki!.(0) j3

1 ~!OK>6Jlj3 
K JJ3 JJ3 JJ3 ( ) 

6.8 
is proportional to 

(6.9) 

[We will not attempt to determine, in this paper, 
the exact factor of proportionality. It does not 
affect the results (6.10) and (6.11).] 

By considering the matrix elements of (N 1 ± iN 2) 

on the bra and ket, respectively, it can be shown 
(most easily on considering the states with j 3 = 
± j) by using the solutions obtained in subsections 
5B and 5C that our conventions correspond to the 
results (apart from the evident one for M 3) 

<~j~± 1IN±I~}~> =±[(K'fj3)(K±j3 + 1)]1/2 

for K = - ~ + iT/, (6. 10) 
and 

<~~ ± 11 N± I ~o) = 'f i[j3 'f K)(j3 ± K ± 1)11/2 

for K = -no (6.11) 

Thus, in both cases, our conventions lead to purely 
imaginary Hermitic matrix elements. 

Similarly from our corresponding results for 
the lightlike case, it can be shown that our con­
ventions correspond to the results 

(6. 12) 

Certain other more complicated related results 
can also be obtained from our solutions. In this 
article, however, we limit our discussion to the 
preceeding brief remarks. 

APPENDIX k NORMALIZATION OF THE TRANS­
FORMATION COEFFICIENTS (P2 = 0, W2 = - 7 2 ) 

The normalization of the states are defined to be 
(considering a space corresponding to a fixed 
value of 7) 

jo = -j, + 1,"', j, 0 ~ ~ < 00, (AI) 
and 

<7 f,J( Ijj~ 7 )=2Po11)(P o -PO)OJlIJl OjljOj3 j 3 . 
(A2) 

Inserting the completeness relation corresponding 
to (A2) in (AI), we obtain 

~ Joodlpl~ <~:jol~.OJl>/~~JlI~!o> 
~ 0 2 JJ 3 JJ 3 \ JJ 3 Jh 

= Cia + ,\2)-1 0('\' - ~)Ojojo . (A3) 

The gener-al expression obtained by substituting 
(3.23) in (A3) is complicated. But, since C(T) is 
independent of j, it is SUfficient for our purpose 
to take the simplest case, namely ,j = O. 

Let us, however, write a somewhat more general 
expression by putting (for arbitrary j) j 0 == jo = j. 
Let us also consider in particular the case € = +1, 
since the other case can be treated exactly the 
same. 
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We obtain the condition 

{(j + iX -l)!(j -iX -1)!}6(X' -X) 

= L; J dPo - - C(r)C*(r) 
00 Po ( T ) 2 (j +1) 

IJ 0 2 2Po 

(A4) 

r 2 00 = -- J dx x (2j-]) K ., (x) K .,' (x). (A5) 
2 (2j+3) 0 IJH" IJ-'" 

Via the formulas 41 

Kil +iA (x) KIJ -0.' (x) = 2 {>O Ki( A +J.!) (2x cosh t) 

x cosh [2J.L +i(X - X') t] dt 
and 

(A6) 

foOO K i (A+K)(2x cosht)x2j-l dx = 2(2j-2)(2 cosh t)-2j 

x r 0 + i (A ; X») r (j - i (A ~ A'») , (A7) 

the rhs of (A5) becomes finally 

~r(j +i(A +A'»)r(j_i(A +A'») 
22 (j+2) 2 2 

x [J oo dt COSh(2J.Lt! COS(A - A')t o (cosht )2J 

+ (a part antisymmetric in J.L)]. (A8) 

Evidently, we can neglect the part antisymmetric 
in J.L in view of the summation over J.L in (A4). 
Moreover, 

(2j)! -b cosh(2/-lt) = (cosh t)2j . (A9) 
2(2j) IJ=-j (j + J.L)!(j -J.L)! 

Thus, finally, (A4) reduces to 

6(A' - A) = C(r)C*(T) fa T2 

r(j + i(A + A')/2)r(j - i(A + A')/2) 
x r(j + iA)r(j - iA) 

x J 00 cos (A' - A) t dt 
o 

= C(T)C*(r)Ar2 1TB(A' -A). 

(AIO) 

(All) 

Hence, except for a constant (arbitrary) phase 
factor, 

C( r) = 4/.fif r. (AI2) 

Having once determined C( T) as above, we can 
indeed reverse the procedure and utilize (A3) to 

assert the general result for the sum and integral 
of the special functions involved. 

We would like at this stage to draw attention to 
the consequences of the fact that the represen­
tations (jo, A) and (- jo, - A) of HLG are equiva­
lent [compare Ref. 1, Eqs. (3. 31), (3.32)]. 

For j = 0 = J.L = j 0' using the symmetry 

KiA' (x) = KiJ.! (x), 

we can also obtain finally B(A + X') on the rhs of 
(All). This ambiguity corresponds to the equi­
valence of the representations (0, X) and (0, - A). 

For j = ~,if we fix jo = + ~ (say), then the above 
feature is naturally no longer present. But it 
appears (as may easily be verified) when we 
test the orthogonality of the states 

jo=±~ and j6='FL 

respectively. 

We will exclude such ambiguities by fixing the 
ranges ofjo and X as in (Al). 

Our normalization must be consistent with the 
completeness relation 

1= 6 Joo dX (j~ + A2)1 ~!o)<~!ol. (A13) 
jOjj3 0 JJ3 JJ3 

A simple check is provided by inserting (A13) in 
(A2) for the case j = O. 

Using the value (AI2), we obtain finally the con­
sistency condition 

10
00 

r (iX)d; (_ iX) KiA (P:) KiA (prJ 
= ~ 1T P06(Po - P'o). 

The lhs is 

Using42 

= Ko[(a2 + b 2 - 2ab COScp)1/2], 

we obtain (putting a = r/po. b = T/Pa' 

! Joo A sinh(1TA)KiA(a)KiA(b)dA 
1T 0 

(A14) 

(AI6) 

= _ ~ lim _0_ Ko[(a 2 + b 2 ~ 2ab COScp)1/2] 
'1' .... 0 0 cp 

= - t lim K'o[(a 2 + b 2 - 2ab cos cp)1/2] 
'1'-"0 

x ab sincp 
(a 2 + b 2 - 2ab cos cp)1/2 
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_ (ab)I/2 
----

2 

lim (ab) 1/2 cp 
(ab)1!rcp-+O (a _.b)2 + abcp2 

(using 43 the explicit expression for Ko) 

= t a7To(a - b) = t 11/Jo o(po -po). (A17) 

This verifies (AI4). 

Again we can assert the corresponding general 
formula (arbitrary j) on the basis of our group 
theoretical results. 

APPENDIX B: SOLUTION FORp2 = m 2, W2 = 0 

This is, of course, a very simple particular case 
of the solution found in Sec. 4. We study it separ­
ately to show clearly how our methods permit a 
simple study of the factorized structure (1. 5). 
It can be shown easily that it is independent of 
S 3 and we will write it briefly as 

(C2) 

Using the matr~ elements of po, we obtain 

m(AjO>(O) = [m/2(j~ + A2)] 

x [A~tl + Ajo-l + B A+i + B A-d, (C3) 

In this case only Eq. (4.2) need be considered, with where 

(POOIOA) 
jj3 jj3 

= [(iA) ! (- i A) ! (j + iA) ! (j - iA) !]-1/2 A{oo (po) 

(Bl) 
(since s = 0 = JJ. =jo)· 

[In this case (4. 2) can be directly obtained from 
{2.2}.] 

For jo = 0, (4. 2) corresponds to a recurrence 
relation for the Legendre functions 44 and we 
obtain 

USing successively the matrix elements of 

(B2) 

(PI ± iP2) and Go (as in Sec. 3) and the relevant 
recursion relations of the Legendre functions, 45 

we obtain the respective factors 

(eien/2j}U + iA}!(j -iA)! and Ipl-l/2. (B3) 

The final normalization constant (2/ m) 1/2 is 
obtained at once on using a property of the Legen­
dre function proved by Joos [Ref. 7, Eq. (4.15)]. 

Finally we obtain 

(m~.ol~' m)=ei€n/2j r(j +iA)!(j-iA)!] 1/2 

JJ 3 J.13 m (iA) ! (- iA) ! 

(
2m) 1/2 -j-l/2 (efJo\ 
Ipl PiA-1/2 m-;-

This formula coincides (except for a factor A- 1 

arising from a different normalization for the 
Lorentz basis) with the one found by J oos in a 
different fashion [Ref. 7, Eq. (4. 18)]. 

APPENDIXC 

In this appendix we consider the transformation 
coefficient to the Lorentz basis corresponding to 
the rest frame of the timelike momenta, namely, 

( 0, s3 I Ajo > 
[m, s] SS3 ' 

(Cl) 

and 
B A±i = (S ± iA)(S 'F iA + 1)(A ± ij 0\0). (C4) 

Similarly, using the matrix element of WO, we 
obtain 

0=iA{Ajo+1-Ajo-J -jo{BA+i-BA- i }. (C5) 

Finally, using the matrix elements of GO, we obtain 

3m (Ajo>(O) = {(2j o + I)AJ. +1 - (2;0 - I)Aj -1} 
o 0 

- {(2iA - I}B A +i - (2iA + I}B A-i}. (C6) 

Com.bining (C3)-(C6), we obtain 

(S -jo)(S + jo + 1)[(A jo + 1)(0) + (A jo)(O)] 

= (S - jo + I)(S + jo)[(A jo)(O) + (A jo - 1>(0)] 

(C7) 
and 

(S + iA)(S - iA + 1)[ (A + ijo> (0) - (Aj 0> (0)] 

= - (S + iA + I)(S - iA)[( Ajo\O) - (A - ijo\O)]. 

(C8) 

The boundary condition 

gives at once 

(C9) 

Also, from (C3), (C7), and (C8), one finally obtains 

(A,5\0) = (A + i, 8)(0). 

Hence the solution satisfying the boundary and 
suitable normalization condition can be taken to 
be, say, 

(CIO) 

where a (m.s) may depend only on m and s. 
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With the aim of extending the Sonine polynomial expansion method to the region of relativistic Max­
wellian distribution functions, a new set of polynomials has been introduced in terms of their ortho­
gonality equation. Their coefficients have been derived and tabulated as functions of the temperature 
for several lowest orders. 

I. INTRODUCTION 

The Sonine-Laguerre polynomials S~)(x) are 
popular in plasma physics as well as in the mole­
cular theory of gases and liquids because of their 
orthogonality condition 

(1) 

The advantage provided by this orthogonality con­
dition becomes apparent if one makes the substi­
tution x = mv2/2kT, where mv2 /2 is the kinetic 
energy of a plasma particle or a molecule of the 
gas or the liquid and kT is the temperature of the 
system in units of energy. Then the weight func­
tion of the orthogonality equation contains what 
essentially is a Maxwellian distribution function 
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which in most cases serves as the zeroth-order 
distribution function!o(v). The perturbed distri­
bution function may be written, for example, in 
the form !o(v) [1 + <p(v)] , and we expand the func­
tion <p(v) as "Ebr Sr(a)(mv2/2kT). We then linearize 
the equation involving the distribution function, and 
the result is an expression of the form 

The set of expanSion coefficients br will be ob­
tained by multiplying (2) with s$9>(mv2/2kT) and 
then integrating it. 1 

In recent years, however, increasing attention 
has been given to high-temperature plasmas 
owing to their importance in astrophysics as 
well as in controlled thermonuclear research. 
When there is a significant number of electrons 
with kinetic energies comparable to the rest 
energy, a relativistic description becomes neces­
sary for the electrons. In an unperturbed sys­
tem, a relativistic Maxwellian distribution function 
must be used for! o(v), and hence the expansion 
method can no longer be carried out in terms of 
the Sonine polynomials. The purpose of this paper 
is to introduce a new set of polynomials which will 
play, for relativistic plasmas, the role played by 
the Sonine polynomials for a nonrelativistic Max­
wellian distribution. In Sec. II, the problem will 
be more clearly defined and the expression for the 
polynomials will be derived. In Sec. m, we will 
show by a direct method that our new polynomials 
approach the form of the Sonine polynomials in the 
low-temperature limit. Finally, in Sec. IV, a 
numerical table of the coefficients will be given 
for several of the lowest orders of the polynomials. 

ll. THE NEW POLYNOMIALS 

Let X~)(x) be the desired polynomials; our first 
step is to establish an orthogonality condition 
which should be satisfied by them. We know that 
the relativistic Maxwellian distribution fWlction 
is of the form exp{mc 2 [1 - (1 - v 2 I c2)-1/2 ]/kT} , 
where InC 2 is the rest energy of the electron. 
Comparing this form with (1), we can write the 
orthogonality condition for the X,~a) as follows: 

rl a (1 - (1 - x)-l/Z) 
.10 X exp t 

X X(a)(x)x(a)(x) dx = N(a){j 
m m' m mm" 

(3) 

where the dimensionless parameter t is essen­
tially the temperature of the system measured in 
units of the electron rest energy and N,~a) is a 
normalization constant. It should be remembered 
at this point that the polynomials x~a)(x) will 
eventually depend on l. Note also that a is non­
negative, while m, being the order of the polynomial, 
must be a positive integer on zero. 

We will start by writing 

m 

where 

r(a,m,m) '" O. (5) 

We substitute (4) into (3) and, changing variables, 
obtain 

00 m m' 
2 r. (1 +x)-3e-x/t~ "Ec(n,m,p)r(n,m',/J') 

- 0 P=O p'=o 

x [1 - (1 + x)-2t+P+P'dx = N,,~a)61f""'. (6) 

For convenience, we define a set of fWlctions g by 

g (l) = 2 ('(1 +x)-3e-xlt [l- (1 +x)-2]bdx . 
b '0 (7) 

The gb (t) functions can be evaluated by a binomial 
expansion and a change of variables. We obtain 

where the E's are the exponential integral func­
tions defined by2 

E(z)=J.y-ne-ZYdy, n=O,1,2,···. (9) 
n 1 

Hereafter, the argument of the g fUnctions will be 
dropped for convenience, but it is understood to be 
the parameter t. 

With the use of (7), the orthogonality condition (6) 
is simplified into the form 

m m' 
L; .. "E c(a, m,p)c(a, m' ,P')ga+p+p, = N~a){jmm', (10) 
p=op'=o 

from which we immediately obtain, by setting m = 
m' =0, 

c(a, 0, 0) = (11 ga)1/2. (11) 

The higher-order coefficients can be obtained 
in an ascending order from (10) by the following 
procedure. Suppose now that we want the m + 1 
coefficients c(n,m,p), where p = 0,1, ... ,m, 
knowing all the lower-order coefficients. We then 
set III = min (10) and vary m' from 0 to:n. The 
III + 1 equations thus generated are 

m tn' 

~ L. c(a,m,p)c(a,m',p')ga+p+p' = 0, 
p=o p·'=o 

m' = 0,1,·· " In - 1 (12) 
and 

m m 

~ ~ c(a, m,p)c(a, m,p')gm+p+p' := N~a). (13) 
p=o P'=O 

We simplify (12) as follows. First, we consider 
the equation with m':::: O,which,by (5), can be 
reduced to 

III 

~c(n, m,p)ga+p := O. (14) 
p=o 

x(a)(x) = ~c(a In P)x
p 

m p=;o" , (4) Next, (14) is multiplied by c(a, 1, 0) and substracted 
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from the second (m' == 1) of (12). The result is 

m 

L;c(a, m,p)ga+p+1 == O. 
p=o 

By repeating this procedure, the set of m equa­
tions (12) are simplified now to read 

m 

(15) 

L;c(a, m,p)ga+P+m' :::: 0, 
p=o 

m'==O,1,"',m-1, 

This set of equations is first solved for the m 
ratios defined by 

r'(a, m,p) :::: c(a, m,p)/c(a, m, m), 

p :::: 0,1,"', m-1 

(16) 

(17) 

by the standard determinantal method. For this 
purpose, we define an m x m symmetric matrix 
M(m) whose ij component is given by 

MSm == &z+i+j-2' i,j:::: 1,2," " m. (18) 

Furthermore, we define two m-component column 
matrices C(m) and G(m) whose pth components 
are given by 

(19) 

(20) 

respectively, so that (16) may now be written in a 
matrix form as 

(21) 

This matrix equation can be solved by the stan­
dard method if detM (m) '" O. Let M(~) be the cofac-

'J 
tor of the determinant of the matrix M<m) corre-
sponding to the ij component. Then tpe ij compon­
ent of the inverse matrix of M<M) is M('!'.) !detM<m). 
Using this inverse matrix on (21) and e~uating the 
(P + l).st components of both sides, we obtain 

c'(a,m,p) :::: cp(':i:::: - (detM(m»-1 

(22) 

In the last line above, we used the relation 

G'<m) :::: M (':1+ ~~ 
J m fJ 

(23) 

Now it should be noted that the summation on the 
last line of (22) represents the determinant of an 
In x m matrix formed by replacing the (p + l)st 
column of M(m) by the (m + 1)st column of M(m+l) 
with its bottom element removed. H we move this 
inserted column to the right- hand end, the deter­
minant will change its sign m - p - 1 times and 
the resultant matrix will be equal to the minor of 
detM(m+l) corresponding to the (p + 1, m + 1) 
element. Remembering the relation between the 

cofactor and the minor bf a determinant. we can 
write (22) as 

'( ) t;'K(m+!) / M(n,) c a, m,p == lVlp+1•m+ l det . (24) 

Our final step is to divide (13) by [c(a,m,m»)2 and 
combine it with (24): 

N!a) [c(a, m,m)]-2 
m m 

:::: L; c'(a, m,p) L; c'(a, m,p')M::'!~~~+l 
p=o p=o 

m m 

:::: (detM("'1- l L; c'(a, m,p) L; Mp(:~~:~+1 
p=o 1>'=0 

x (m+l) 
Mp'+l.P+l 

== detM(m+l) /detM(m). 

For convenience, we will define 

detMlO) == 1. 

Then we can combine (24) and (25) and write in 
a simple form 

(25) 

(26) 

c(a m P) =M(m+l) [N(a)/(detM(m)detM(m+1,)]1/2 
" p+l,m+l m 

(27) 
for m == 0,1,2,-' -andp:::: 0,1,'" ,m. 

m. ASYMPTOTIC BEHAVIOR 

As mentioned earlier, the parameter t will even­
tually play the role of kT/mc 2 • Thus the non­
relativistic limit of our formalism will be reached 
by making t approach zero. In this section, this 
limit will be considered analytically. For con­
venience of presentation, however, we will assume 
a to be an integer and write it as n. 

First, we will study the nonrelativistic limit of the 
g functions. As can be seen in (7), only the region 
of small x contributes to the integral if t is nearly 
zero. Then the remaining factors in the integrand 
may be expanded in power series of x, and the 
integration can be performed term by term, yield­
ing 

n 00 (_ 1)p+m(2p + m + 2)!t m+l 
~~n;~(t) == 2n! "£ Eo p!(n-p)!(2p + 2)! 

(28) 
We will now use the lemma 

t(-1)P(2P+m+2)! \Oifn>m (29) 
p=oP!(n-p)!(2P +2)! =/(-2)"ifn==m 

so that 

lim~(t) == (2t)n+ln! 
t -+0 

(30) 

The above lemma may be proved by taking the 
mth derivative of xm+2(1 - x2)n. This is done first 
by the binomial expansion of the second factor. 
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Next we use the formula for taking the derivative 
of a product. After equating the two results, we 
set x = 1 to obtain (29). 

We consider next the nonrelativistic limit of 
det M(m). By combining (18) and (30), we see that 
the ij element of det M(m) will be (2t),,+i t j-l(n + 
i + j - 2) ! in this limit. This determinant can 
easily be evaluated by the standard method. First, 

n~ ~1 we factor out (2t) from the kth row and (2t) 
from the kth column (k = 1,2, ... , m). The ij 
element of the remaining determinant is (n + 1 + 
j - 2)!, and by repeating the well-known procedure 
of extracting a fac,tor from a row and subtracting 
it from another row we can make all the elements 
of the determinant vanish below the principal diago­
nal. Thus we obtain 

(m) 2 m-l 
lim detM = {2t)m +mn n [q! (n + q)!]. (31) 
t-+o q=O 

~~~u' we ~alculate t?e. ~onr~lativis~~pli~it of 
Mp+1.m+l' which, by defImtlon, IS (- 1) llPbes the 
determinant of the matrix made from M m+ by 
deleting the {p + l)st row and the (m + l)st 
column. To eValuate this determinant, we add to 
it at the bottom a row which was originally 

(m+l) 
deleted from M and onto the extreme right-
hand side a column whose elements are all zero 
except that the bottom element is 1. The value of 
the determinant remains unchanged by such addi­
tions. We next interchange rows (m - P) times 
so that the added row will appear at the {p + l)st 
place. We then repeat the same simplifying pro­
cedure described above. Paying special attention 
to see how the last column changes as subtractions 
of rows are repeated, we eventually obtain 

(m-p)!p!{n +p)! (32) 

'Using the nonrelativistic limits (31) and (32), we 
obtain 

lim X (n){x) 
t-+o m 

(
m!{n +m)!N~n) )1/2 

= (2t)n+l 

f; (- 1t-P(x/2tt 
x p=o (m -p)!p!{n + P)!' 

(33) 

It should be observed that the above summation is 
of the form of M{- m, n + 1, x/2t) , where M is the 
hypergeometric function. 2 This function is also 
related to the Sonine polynomials by 

iI(-m,n + 1,x)=[m!nl/(n +m)I]S~n)(x). (34) 

Hence, 

( 

mIN(n) 1/2 
limX(n)(x) = (_l)m . m ) s(n)(x\. 
t-+o m (n + m)! (2t)n+l m 2t) 

(35) 

This asymptotic form is also true for nonintegral 
values of n except that the factorials must be 
replaced by gamma functions with appropriate 
arguments. 

Before leaving this section, let us consider the 
other asymptotic region of t becoming infinitely 
large, though a plasma with a temperature much 
greater than the electron rest energy is not a 
practical problem at present. 

When t is infinitely large, the exponential factor 
of (3) may be deleted and the weight function of 
the orthogonality equation becomes simply xa. 
Hence, in this limit, our polynomials will take the 
form of Gm(a + 1, a + 1,x), where the Jacobi poly­
nomials G (p,q,x) are, aside from a normaliza­
tion factor~ given by2 

t (_l)m,(m) rep + m + m')x
m

' 

m'=O m' r{q + m') 
(36) 

IV. TABULATION 

Since the nonrelativistic limit is more of interest 
to us than the extremely £slativistic limit, the 
normalization constant N rna will be determined so 
that the deviation of the X (a)(x) from the Sonine m 
polynomials will be shown most clearly as t in-
creases from zero. We choose 

N.n(a) = m! (2t)a+2m+l r{a + m + 1) 

in view of (33) and (35), so that 

limc{a,m,m) = 1. 
t -+0 

(37) 

(38) 

Further, we note in (35) that the argument of the 
Sonine polynomials is not x but x/2t in the non­
relativistic limit. For this reason, we will re­
write (4) as 

x~a)(x) = (2t)mc(a, 111, m) p~ t!(a,m,p) (:iY' (39) 

where 

P-m t!(a, m,p) = (2t) c'(a, m,p). (40) 

Obviously, c(a, 111, m) = 1. Hence, for the purpose 
of characterizing the polynomials it will be suf­
fiCient to tabulate c(a, 111, m) and c(a, m,p), where 
P=O,l,···,m-l. 

In the actual evaluation of these coefficients as 
functions of t, the first step is to integrate (7) 
n~erically to obtain' the g functions. The . 
gb t with smaller b are found to approach their 
asymptotic form (30) much faster th~ those with 
larger b. At t = 0.01, the ratio of gb(t to its non­
relativistic limit is 0.97 for b = 0, but it is 0.18 
for b = 10. At t = 0.001, it is 0.997 for b = 0, 
while it is still as low as 0.82 for b = 10. 
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TABLE I. Coefficients of the derived polynomials as defined in the text. The number at the right in parentheses indicates the 
power of ten by which that entry should be multiplied. 

c(O,O,O) c(O, 1,0) C(O, 1,0) c(O, 2, 2) c(0,2,l) C(O, 2, 0) c(O, 3, 3) e(O, 3, 2) c(O,3,l) c(O,3,O) 

0 1. 00 1. 00 -1.00 1. 00 -4.00 2.00 1. 00 -9.00 1. 80(1) -6.00 
0.001 1. 00 1. 01 -9.94(-1) 1. 03 -3.95 1. 96 1.1 -8.8 1. 7(1) -5.7 
0.002 1. 00 1. 02 -9.88(-1) 1. 06 -3.90 1. 92 1.1 -8.7 1. 7(1) -5.5 
0.005 1. 01 1. 05 -9.71(-1) 1.15 -3.78 1.81 1.3 -8.3 1.5(1) -4.9 
0.01 1. 01 1.10 -9.44(-1) 1. 30 -3.58 1. 65 1.6 -7.7 1. 3(1) -4.0 
0.02 1. 03 1. 21 -8.96(-1) 1. 63 -3.25 1. 39 2.5 -6.7 1. 1(1) -2.9 
0.05 1. 07 1. 53 -7.80(-1) 2.83 -2.58 9.14(-1) 6.5 -5.0 6.0 -1.3 
0.1 1.13 2.07 -6.47(-1) 5.54 -1. 95 5.44(-1) 1.9(1) -3.6 3.1 -5.1(-1) 
0.2 1. 24 3.23 -4.90(-1) 1. 38(1) -1. 34 2.67(-1) 8.2(1) -2.3 1.3 -1. 5(-1) 
0.5 1. 50 7.25 -2.92(-1) 6.54(1) -7.08(-1) 7.87(-2) 8.6(2) -1.2 3.5(-1) 2.1(-2) 
1 1. 83 1. 55(1) -1. 79(-1) 2.61(2) -4.05(-1) 2.64(-2) 6.5(3) -6.4(-1) 1.1(~1) -3.7(-3) 

c(~,O,O) e(L 1, 1) e(L 1,0) c(L2,2) e(t2,l) c(t2,O) c(L3,3) c(~, 3, 2) e(t3,l) ('(L3,O) 

0 1. 00 1. 00 -1. 50 1. 00 -5.00 3.75 1. 00 -1. 05(1) 2.63(1) -1. 31(1) 
0.001 1. 00 1. 01 -1.49 1.03 -4.93 3.66 1.1 -1. 0(1) 2.5(1) -1. 3(1) 
0.002 1. 01 1. 03 -1. 48 1. 07 -4.87 3.57 1.1 -1. 0(1) 2.5(1) -1. 2(1) 
0.005 1. 01 1. 07 -1.45 1.18 -4.69 3.34 1.4 -9.6 2.2(1) -1.0(1) 
0.01 1. 03 1.14 -1.40 1. 37 -4.42 3.00 1.8 -8.8 1. 9(1) -8.4 
0.02 1. 05 1. 29 -1.31 1. 79 -3.97 2.48 2.8 -7.7 1. 5(1) -5.8 
0.005 1. 13 1. 74 -1.11 3.41 -3.09 1. 57 8.1 -5.6 8.1 -2.5 
0.1 1. 25 2.55 -8.95(-1) 7.37 ~2.30 8.99(-1) 2.7(1) -4.0 4.1 -9.6(-1) 
0.2 1. 46 4.44 -6.56(-1) 2.09(1) -1. 55 4.24(-1) 1. 3(2) -2.5 1. 7_ -2.7(-1) 
0.5 2.00 1.19(1) -3.76(-1) 1. 20(2) -8.07(-1) 1. 20(-1) 1. 7(3) -1.3 4.4(-1) -3.6(-2) 
1 2.75 2.95(1) -2.24(-1) 5.59(2) -4.57(-1) 3.91(-1) 1. 5(4) -6.9(-1) 1. 3(-1) -6.2(-3) 

c(l, 0, 0) c(l,l,l) c(l, 1,0) c(l, 2, 2) c(l, 2,1) c(l, 2, 0) c(l, 3, 3) c(l, 3, 2) c(1,3,l) c(l, 3, 0) 

0 1. 00 1. 00 -2.00 1. 00 -6.00 6.00 1. 00 -1. 20(1) 3.60(1) -2.40(1) 
0.001 1. 00 1. 02 -1.98 1. 04 -5.91 5.84 1.1 -1. 2(1) 3.5(1) -2.3(1) 
0.002 1. 01 1. 04 -1. 97 1. 08 -5.83 5.70 1.1 -1. 2(1) 3.3(1) -2.2(1) 
0.005 1. 02 1. 09 -1.91 1. 21 -5.59· 5.28 1.4 -1.1(1) 3.0(1) -1. 9(1) 
0.01 1. 04 1.18 -1. 84 1. 45 -5.24 4.69 1.9 -1. 0(1) 2.6(1) -1. 5(1) 
0.02 1. 09 1. 37 -1. 70 1. 99 -4.67 3.80 3.2 -8.6 1. 9(1) -1. 0(1) 
0.05 1. 21 2.00 -1.41 4.12 -3.57 2.31 1. 0(1) -6.2 1. 0(1) -4.1 
0.1 1. 41 3.19 -1.11 9.95 -2.61 1. 28 3.9(1) -4.3 5.2 -1.5 
0.2 1. 77 6.19 -7.91(-1) 3.18(1) -1.74 5.83(-1) 2.1(2) -2.8 2.1 -4.2(-1) 
0.5 2.77 1.98(1) -4.39(-1) 2.21(2) -8.90(-1) 1. 59(-1) 3.4(3) -1.4 5.2(-1) -5.3(-2) 
1 4.33 5.70(1) -2.57(-1) 1. 21(3) -5.00(-1) 5.09(-2) 3.5(4) -7.4(-1) 1. 6(-1) --11.9(-3) 

eG,O,O) cG,l,l) c(~, 1, 0) e(~, 2, 2) eG,2,1) cG,2,0) e(~, 3, 3) c(~, 3, 2) e(~, 3,1) cG,3,0) 

0 1. 00 1. 00 -2.50 1. 00 -7.00 8.75 1. 00 -1. 35(1) 4.73(1) -3.94(1) 
0.001 1. 01 1. 02 -2.47 1. 05 -6.89 8.49 1.1 -1. 3(1) 4.5(1) -3.7(1) 
0.002 1. 01 1. 04 -2.45 1.10 -6.78 8.25 1.2 -1. 3(1) 4.4(1) -3.5(1) 
0.005 1. 03 1.11 -2.38 1. 25 -6.48 7.59 1.5 -1. 2(1) 3.9(1) -3.0(1) 
0.01 1. 07 1. 23 -2.27 1. 54 -6.03 6.67 2.0 -1.1(1) 3.3(1) -2.4(1) 
0.02 1.13 1. 48 -2.08 2.19 -5.33 5.30 3.6 -9.5 2.4(1) -1. 6(1) 
0.05 1. 31 2.31 -1.68 5.04 -4.01 3.11 1. 3(1) -6.8 1. 3(1) -6.1 
0.1 1. 62 4.03 -1.29 1. 34(1) -2.90 1. 67 5.6(1) -4.7 6.2 -2.2 
0.2 2.21 8.72 -9.03(-1) 4.87(1) -1.90 7.40(-1) 3.5(2) -3.0 2.5 -5.8(-1) 
0.5 3.98 3.33(1) -4.88(-1) 4.10(2) -3.62(-1) 1. 95(-1) 6.7(3) -1.4 6.1{-1) -7.0(-2) 
1 7.11 1. 12(2) -2.82(-1) 2.63(3) -5.36(-1) 6.16(-2) 8.3(4) -7.9(-1) 1. 8(-1) -1. 2(-2) 

e(2, 0, 0) e(2, 1,1) E(2, 1,0) e(2, 2, 2) c(2, 2, 1) c(2,2,0) c(2,3,3) e(3, 3, 2) E(2,3,l) c(2,3,0) 

0 1.00 1. 00 -3.00 1. 00 -8.00 1. 20(1) 1. 00 -1. 50(1) 6.00(1) -6.00(1) 
0.001 1. 01 1.03 -2.96 1.06 -7.86 1. 16(1) 1.1 -1. 5(1) 5.7(1) -5.6(1) 
0.002 1. 02 1. 05 -2.93 1.11 -7.72 1.12(1) 1.2 -1.4(1) 5.5(1) -5.4(1) 
0.005 1. 04 1.14 -2.83 1. 29 -7.35 1. 03(1) 1.5 -1. 3(1) 4.9(1) -4.5(1) 
0.01 1. 09 1. 28 -2.69 1. 62 -6.81 8.92 2.2 -1. 2(1) 4.1(1) -3.5(1) 
0.02 1. 18 1. 59 -2.44 2.43 -5.97 6.97 4.1 -1. 0(1) 3.0(1) -2.2(1) 
0.05 1. 44 2.70 -1. 93 6.19 -4.42 3.96 1. 7(1) -7.3 1.5(1) -8.4 
0.1 1. 89 5.14 -1.46 1.82(1) -3.15 2.07 7.9(1) -5.0 7.2 -2.9 
0.2 2.82 1. 25(1) -9.98(-1) 7.54(1) -2.04 8.91(-1) 5.8(2) -3.1 2.9 -7.5(-1) 
0.5 5.92 5.69(1) -5.28(-1) 7.69(2) -1.02 2.29(-1) 1. 3(4) -1.5 6.8(-1) -8.8(-2) 
1 1.21(1) 2.22(2) -3.02(-1) 5.78(3) -5.67(-1) 7.13(-2) 2.0(5) -8.2(-1) 2.1(-1) -1. 5(-2) 
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Table I-(continued) 

e(~, 0, 0) eG, 1, 1) c(P, 0) c~, 2, 2) eG, 2, 1) c(~, 2. 0) c(~, 3, 3) c(~,3,2) c(~, 3, 1) c(i,3,0) 

0 1. 00 1. 00 -3.50 1. 00 -9.00 1. 58(1) 1.00 -1. 65(1) 7.43(1) -8.66(1) 
0.001 1. 01 1.03 -3.45 1. 06 -8.83 1. 52(1) 1.1 -1. 6(1) 7.1(1) -8.1(1) 
0.002 1. 02 1. 07 -3.41 1.13 -8.66 1.47(1) 1.2 -1. 6(1) 6.8(1) -7.6(1) 
0.005 1. 06 1. 17 -3.28 1. 29 -8.21 1. 33(1) 1.6 -1. 5(1) 6.0(1) -6.3(1) 
0.01 1. 12 1. 34 -3.09 1. 73 -7.57 1. 14(1) 2.4 -1.3(1) 4.9(1) -4.8(1) 
0.02 l. 24 l. 73 -2.78 2.72 -6.58 8.78 4.7 -1.1(1) 3.6(1) -3.0(1) 
0.05 l. 60 3.18 -2.16 7.63 -4.81 4.83 2.2(1) -7.8 1. 8(1) -1. 1(1) 

0.1 2.25 6.63 -1.60 2.50(1) -3.39 2.46 1. 2(2) -5.3 8.3 -3.7 
0.2 3.67 1. 80(1) -1.08 1;,17(2) -2.17 1.04 9.4(2) -3.3 3.2 -9.2(-1) 
0.5 9.02 9.85(1) -5.62(-1) 1. 45(3) -1.08 2.60(-1) 2.7(4) -1.6 7.6(-1) -1.1(-1) 
1 2.11(1) 4.47(2) -3.18(-1) 1. 28(4) -5.94(-1) 8.00(-2) 4.6(5) -8.5(-1) 2.2(-1) -1. 7(-2) 

c(3.0,0) c(3,1,1) f(3,1,0) c(3,2,2) (,(3,2,1) ('(3,2,0) c(3, 3, 3) C(3, 3, 2} ('(3,3,1) (,(3,3,O) 

0 1. 00 1. 00 -4.00 1. 00 -1.00(1} 2.00(1) 1.00 -1. 80(1) 9.00(1) -1. 20(2) 
0.001 1. 02 1. 04 -3.91 1. 07 -9.79 1. 92(1) 1.1 -"':1. 8(1) 8.6(1) -1.1(2) 
0.002 1. 03 1. 08 -3.88 1.14 -9.59 1. 85(1) 1.2 -1. 7(1) 8.l(~) -1.0(2) 
0.005 1. 08 1. 20 -3.73 1. 38 -9.07 1. 67 (1) 1.7 -1. 6(1) 7.1(1) -8.6(1) 
0.01 1.15 1. 41 -3.49 1. 84 -8.31 1. 42(1) 2.6 -1.4(1) 5.8(1) -6.5(1) 
0.02 1. 31 1. 89 -3.11 3.05 -7.17 1. 07(1} 5.4 -1. 2(1) 4.2(1) -4.0(1) 
0.05 1. 80 3.78 -2.38 9.54 -5.17 5.73 2.8(1) -8.3 2.0(1) -1. 4(1) 
0.1 2.71 B.65 -1. 74 3.45(1) -3.60 2.85 1. 6(2) -5.6 9.3 -4.5 
0.2 4.88 2.64(1) -1.15 1. 84(2) -2.29 1.17 1. 5(3) -3.4 3.6 -1.1 
0.5 1.41(1) 1. 78(:ij -5.90(-1) 2.76(3) -1.12 2.89(-1) 5.3(4) -1.6 8.3(-1) -1. 3(-1) 
1 3.81(1) 9.14(2) -3.31(-1) 2. B4(4) -6.18(-:1) 8.79(-2) 1.1(6) -8.9(-1) 2.4(-1) -2.0(-2) 

(t) 
When the gb are evaluated, these values are Finally it should be pointed out that a very care-
directly substituted into (18), and so on. The ful evaluation of the g functions is essential in 
results are tabulated in Table I for some low calculating these coefficients. This is especially 
integral and half-odd integral values of a. The true for higher-order (Le., large m) terms. This 
entries corresponding to t = 0 are by the nonrela- is why only two significant figures are given fo:r 
tivistic formulas given in Sec. m. m = 3 in Table 1. 

* Work performed Wlder the auspices of the U.S. Atomic Bird,Molecular Theory o/Gases and Liquids (WileY,New 
Energy CommiSSion. York,1954). 

1 For a discussion of the Sonine polynomial expansion method, 2 See, for example, Handbook 0/ Mathemalical Funclions, edited 
see, for example, J. O. Hirschfelder, C. F. Curtiss, and R. B. by M. Abramowitz and I. StegWl (Dover, New York, 1965). 
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The electrostatic field of a point charge at rest in Schwarzschild space is derived. The solution is used to 
study the problem of a point charge slowly lowered into a nonrotating black hole. We find that the electric 
field of the charge remains well behaved as the charge is lowered and that all the multipole moments 
except the monopole fade away. We conClude that a Reissner-Nordstrom black hole is produced. 

I. lNTRODUCTI~ 

If a body with a small charge is dropped into a 
static black hole,1,2 a number of different out­
comes seem plausible3 ,4 as the body approaches 
the event horizon: (i) The body's electromagnetic 
field may create a suffiCiently large stress energy 
that it may destroy the event horizon or make it 
singular; (ii) the event horizon will not be des­
troyed. If the latter outcome holds, the resultant 

metric would be the Reissner-Nordstrom metric 
if the topology of the event horizon does not change. 
This conclusion can be drawn from a theorem 
provided by Israel5 : The Reissner-Nordstrom 
solution is the only static, asymptotically fiat, 
electrovac solution of Einstein's equations for 
which the surfaces goo = const are closed and 
simply connected and the event horizon goo = 0 is 
regular. Thus, if the event horizon is not des­
troyed and retains the properties given in Israel's 
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Table I-(continued) 

e(~, 0, 0) eG, 1, 1) c(P, 0) c~, 2, 2) eG, 2, 1) c(~, 2. 0) c(~, 3, 3) c(~,3,2) c(~, 3, 1) c(i,3,0) 

0 1. 00 1. 00 -3.50 1. 00 -9.00 1. 58(1) 1.00 -1. 65(1) 7.43(1) -8.66(1) 
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0.05 1. 80 3.78 -2.38 9.54 -5.17 5.73 2.8(1) -8.3 2.0(1) -1. 4(1) 
0.1 2.71 B.65 -1. 74 3.45(1) -3.60 2.85 1. 6(2) -5.6 9.3 -4.5 
0.2 4.88 2.64(1) -1.15 1. 84(2) -2.29 1.17 1. 5(3) -3.4 3.6 -1.1 
0.5 1.41(1) 1. 78(:ij -5.90(-1) 2.76(3) -1.12 2.89(-1) 5.3(4) -1.6 8.3(-1) -1. 3(-1) 
1 3.81(1) 9.14(2) -3.31(-1) 2. B4(4) -6.18(-:1) 8.79(-2) 1.1(6) -8.9(-1) 2.4(-1) -2.0(-2) 

(t) 
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directly substituted into (18), and so on. The ful evaluation of the g functions is essential in 
results are tabulated in Table I for some low calculating these coefficients. This is especially 
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field of the charge remains well behaved as the charge is lowered and that all the multipole moments 
except the monopole fade away. We conClude that a Reissner-Nordstrom black hole is produced. 

I. lNTRODUCTI~ 

If a body with a small charge is dropped into a 
static black hole,1,2 a number of different out­
comes seem plausible3 ,4 as the body approaches 
the event horizon: (i) The body's electromagnetic 
field may create a suffiCiently large stress energy 
that it may destroy the event horizon or make it 
singular; (ii) the event horizon will not be des­
troyed. If the latter outcome holds, the resultant 

metric would be the Reissner-Nordstrom metric 
if the topology of the event horizon does not change. 
This conclusion can be drawn from a theorem 
provided by Israel5 : The Reissner-Nordstrom 
solution is the only static, asymptotically fiat, 
electrovac solution of Einstein's equations for 
which the surfaces goo = const are closed and 
simply connected and the event horizon goo = 0 is 
regular. Thus, if the event horizon is not des­
troyed and retains the properties given in Israel's 



                                                                                                                                    

1846 JEFFREY M COHE~ ROBERT M WALD 

theorem,5 a paradoxical situation arises since the 
nonspherical charge distribution occurring as the 
body approaches the horizon must give rise to a 
spherical electric field according to the theorem. 
The only escape from this outcome is for the 
horizon to become singular, be destroyed, or be­
come multiply connected or disconnected. 6 If one 
of these latter possibilities were to occur, a static 
black hole could not be found in nature since (even 
if it were formed) a charged particle would fall in 
and destroy it. 

The closely related problem of the magnetic field 
of a collapsing, nonrotating star has been treated 
by Ginzburg and Ozernoi7 and AnderGon and 
Cohen.s In this case, Israel's theorem implies 
that either (a) the magnetic field must prevent the 
formation of a nonsingular, topologically spherical 
event horizon (e.g., by becoming infinite at the 
horizon, thereby creating a singularity there) or 
(b) the collapsing star becomes a Schwarzschild 
black hole and the magnetic field goes to zero 
everywhere. Under the assumptions that the 
magnetic field is frozen in and that the collapse 
proceeds adhbatically, the above-cited authors 
find that the magnetic field tends to become com­
pressed against the surface of the collapsing star 
as it approaches its Schwarz schild radius. Thus, 
the magnetic field a finite distance from the sur­
face of the star tends to go to zero [thus supporting 
the likelihood of possibility (b)], but, on the other 
hand the field tends to blow up at the Schwarzs­
child radius as the surface of the star reaches it 
[thus supporting possibility (a)}: The ana~.ys~s, 
based on the assumption that the magnetic held 
has a negligible effect on the metric, becomes 
invalid at this final stage. Recently, de la Cruz, 
Chase and Israel,9 Anderson,10 and Pricell have 
considered other problems involving the fading out 
of multipole moments duri~ gravitational 
collapse. 

In this paper we consider the problem of a point 
charge slowly lowered into a Schwarz schild black 
hole as a simple example where the final outcome 
can be investigated. We find that, as the charge is 
brought near the horizon, the electrostatic field 
remains well behaved, while all the multipole 
moments, except the monopole, fad~ away, so that 
a Reissner-Nordstrom black hole IS produced. 

in Sec. II, an expression is obtained for th.e electro­
static field of a point test charge at rest m 
Schwarz schild space. In Sec. III this result is 
used to investigate the questions raised in the 
above paragraphs. 

n. ELECTROSTATIC FIELD OF A POINT TEST 
CHARGE IN SCHWARZSCHILD SPACE 

Maxwell's equation in curved space may be written 
in the form,l 

41TjJJ = F."fl = 1 _0_ [(_ g)1/2Pfl], 
• /J (_ g)1/2 ax" 

(1) 

(2) 

where the semicolon denotes covariant derivative 
and the comma ordinary derivative. Combining 
these equations, we have, 

41TJ'fl = 1 _o_{(_ g)1/2g llOlrrflS [As - As])' 
(_ )112 a /J t5.a a. 

g X ~) 

Here we use the standard Schwarz schild co­
ordinates, with the metric 

dS2 = - (1 - 2m/r)dt 2 + (1 - 2m/r)-1dr2 

+ r2(de2 + sin20dcp2). 

We are interested in the case of a point test 
charge held at rest at the point r = b, 0 = O. (Here 
b >2m or the charge could not be held at rest.) 
We choose the charge to be $ufficiently small that 
the interaction of the electrostatic field back on 
the metric i~ negligible. [Of course, once the 
calculations are completed, we must check that the 
electrostatic field (and hence the gravitational 
perturbation) calculated under this assumption is 
indeed small.} Since the field of the point charge 
(on the Z axis) must be static and axially sym­
metric, the components of the electromagnetic 
field will not be a function of time or cpo Since the 
spacelike components of the current vanish 
ji = 0, i = r, e, cp, we may take Ai = ~ (no mag­
netic fields). Setting Ao = v, we obtam as the 
only nontrivial equation (p. = t) 

- 41TJo =-- r2-. 1 a ~ av) 
r2 or or 

of.. eOV) x ae\sm oe • 

+ 1 1 
1- 2m/r ,,·2 sin8 

(4) 

If the angular part of the potential is expanded in 
Legendre polynomials in cose, 

(X) 

v(r, e) = E Rz(r)pz (cose), 
1=0 

then in the source-free regions (jo = 0) the 
equation for Rz(r) becomes 

o = (1 - 2;) d~ (r2 ::1) - 1(1 + 1)R1(r). 

(5) 

(6) 

The solutions of this equation have been obtained 
independently by Israel5 and by Anderson and 
Cohen.8 We use as the two linearly independent 
solutions of (6) 

~ 1, for 1 = 0, 

gz{r) = ) 21l1(l- 1)! m 1 dPdr \ 
{ (2l) r (r - 2m)lir\m - I) • 

(7a) 
for 1 ¢ 0, 
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(21 + 1)1 d (r ) r - - r - 2m - - - 1 , 
f 1( ) - 21(l + 1)!I!m1+1 ( ) dr Q1 m 

(7b) 

where PI and Q1 are the two types of Legendre 
functions. 8,12 We note the following properties of 
f1(r) and gl (r): 

(I) For 1 = 0, g o(r) = 1 (by definition) and 
fo(r) = l/r. 

(II) For all 1, as r --? 00, the leading term of 
gz (r) is rl, while the leading term off1(r) = 
l/rl+l. (The normalization factors were chosen 
for just this reason.) 

(III) As r ~ 2m,!/(r) ~ finite const, but 
df/dr blows up as In(1 - 2mr-1) for 1 ~ O. For 
1 ~ 0, g/(r) = (r - 2m) x (polynomial in r), so, as 
r -> 2m,g/(r) ~ 0 as (r - 2m). 

The above three properties of f/(r) and gl(r) are 
all that will be used in the following analysis. But 
for completeness we give analytic expressions for 
each term in the multipole expansion. 

For a point charge at rest at r = b, e = 0 we have 
jO = const x Ii(r - b )Ii(cose - 1). [The normaliza­
tion of these Ii functions is 

l.F Fflv _r.'O v)2 +~ 1 ('Ov)2 
2 flV -\'Or r2 1 - 2m/r 'Oe 

(12) 

be finite as r ~ 2m. From property (m) we see 
that although fl(r) remains finite at r = 2m, it 
produces infinite fields for 1 ~ 0 at r = 2m, 
unless we have B z = O. [Jo(r) = r-1 does not pro­
duce infinite fields at r = 2m, but is excluded 
since it represents an additional source at r = O. 
Note that we are assuming that for fixed b the 
field is finite at r = 2m; we are not assuming that 
the field remains finite at r = 2m as b ~ 2m. We 
will investigate this question later.] Thus, we have 

v = ~'~ A ,1,( r)P, (cos,), 

L; BzgZ(r)P1 (cos e), 
1=0 

r> b, 

(13) 

r< b. 

Continuity of v (and consequently of Ee) at r = b 
requires that 

(14) 

f r2li(r- b)dr = 1, fli(cose - 1) sinededcp = 1]. Thus,letting Cz == A/g1(b) =B/f1(b), we have 

The constant is determined by the requirement 
that the total charge be e, where e is the conserved 
quantity given by (the standard method13 of 
showing this for a bounded source is to integrate 
the conservation law ji

fl 
= 0 over all space-time 

and to use the curved space form of the divergence 
theorem) 

e = f jO(_ g)1/2drdecp = f j Or 2 sinedrdedcp. (8) 

Thus, 

jO = eli(r - b)li(cose - 1), 

and Eq. (4) for this source becomes 

- 47Teli(r - b)li(cose - 1) = .1.. ~ fr20V) 
r2 'Or \' 'Or 

+ 1 --:-_1---:_ i.. (Sine ov) . 
1 - 2m/r r2 sin2 e 'Oe oe 

(9) 

(10) 

In the regions r> b and r < b,j 0 vanishes and, 
consequently v satisfies the source-free equation 
(6), with the solution 

v(r, e) = {
l~ [Azfz<r) + A1g1(r)}P1(cose), 

00 

2:; [B 19l(r) + Blfl(r)]P1(cose), 
1=0 

r> b, 

r< b, 

(11) 

The gz(r) blow up as rl for r ~ 00 [property (II)], 
so that we must have A z = O. The constants B z 
can be determined by requiring that the invariant 

v = ~' ~o C,g,(b)/,(r)P, (cos,), 

L; Czfl(b)gl(r)P,(cose), 
1=0 

r> b, 

(15) 

r < b. 

We evaluate C 1 by integrating Eq. (10) across the 
source as is often done with the flat space Maxwell 
equations. Writing v = L;:oR1(r)Pz(cose), multi­
plying (10) by P1(cose), and integrating over e, we 
get 

_ 2e1i(r - b) = _2_ [2 ~ (r2 dR 1) 
21 + 1 r2 dr dr 

l(l + 1) R ( )~ 
- r2(1 - 2m/r) z r J ' (16) 

where we have used the following properties of 

Legendre functions: Pz(l) = 1 and i~PI(x)P!(x)dx = 
2(2l + 1)-llill,. Multiplying by r2 and integrating 
from b - E to b + E, we get 

1 ~ dR I I dR I I ) -e --- b 2 - -b 2 
- 2l + 1 dr b+€ "'(J;Y" b-€ 

C I 2 (dfl dgl ,\ 
= 2l + 1 b \gl(b) dr (b) - fl(b) dr (b); 

(17) 

where W(g I ,fl , b) is the Wronskian of g I and fl at 
the point b. But the Wronskian W == (Ulu2 - u2 u1) 
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of two solutions u}., u 2 of a differential equation of 
the form u" + p(x)u' + q(x)u = 0 satisfies14 

W(uv u2, r) = W(u1' u2' ro) exp (- fl(x)dX\ 
(18) 

In the case of our Eq. (6),p(x) = 2/x, so that (18) 
yields 

Thus there results, 

the general case by Anderson and Cohen.s Never­
theless, the dominant contribution to the field in 
this case comes from the I = 0 term because the 
coefficients gz(b) of the higher multipole terms 
vanish like (1 - 2m/b), so that the total electro­
static field is still mostly radial in this case. A 
plot of the field lines corresponding to the above 
solution will be given elsewhere by Wheeler and 
Ruffini [see also R. Hanni, Princeton junior paper 
(197J)]. 

TIl. ASYMPTOTIC FIELD OF A TEST CHARGE 
r 2W(gl'/Z' r) = const. (20) LOWERED INTO A SCHWARZ SCHILD BLACK 

HOLE 
We evaluate this constant by finding W(gp!p r) for 
large values of r. By property (II) of the functions 
fz and gl , we have, for large r, gz(r) "" rl and f;(r) "" 
1/rZ+1 so that for large r [and therefore, by \20), 
for all r], we have 

r2W(g f r) = r2 (rl[- (I + 1)] _1 __ lrl-1 _1_) 
l' l' \' rl+2 rl+1 

(21) 

= - (21 + 1). (22) 

Substitution of (22) in (17) gives the simple result 

Cl = e. 

Thus the field of a point charge is given by 

v = ~e,~g'(b)j,(r)p'(COB')' 
e L; fz{b )gl(r)Pl(cose), 
1=0 

r> b, 

r< b. 

(23) 

(24) 

In the orthonormal frame wO = (1 - 2m/r)1/2dt, 
w1 = dr(1- 2m/r)-1/2, w 2 = rde, w3 = r sinedcp, 
the only nonvanishing components of the field 
tensor F I' v are 

av 
F01 =-'F10 =-ar' 

-1 ( 2m )-1/2av 
F02 = - F20 = - r 1-r ae' (25) 

We note that [as seen from Eq. (24) with r < b and 
property (m) of the functions g z], for b > r and r 
near 2m, F20 "" 0[(1 - 2m/r)112], while FlO re­
mains finite, so that a stationary observer posi­
tioned at radius r with b > r R:I 2m sees a radial 
electrostatic field. (No net flux enters the black hole, 
however, since as many flux lines exit the black 
hole from the side opposite the charge as enter 
from the side near the charge.) But if r > b with 
rand b both near 2m, the I ;o! 0 contribution to 
the electrostatic field is mostly tangential because 
[as seen from Eq. (24) with r > b and property (m) 
of the functions !l] F 10/ F2 0"" (1 - 2m/r)1/2 In(1 
- 2m/r) ~ 0; this phenomenon has been noted for 
the dipole case by Ginzburg and Ozernoi7 and for 

As mentioned above, we chose the functions gz(r) 
for the region r < b, so that the electrostatic 
field of a test charge at r = b is well behaved at 
the horizon. In doing this we have only assumed 
that a test charge placed at finite distance from 
the horizon does not produce infinite fields there. 
Now let us consider what happens if we lower a 
charge (sufficiently slowly so that our static 
results can be used) toward r = 2m. Does the 
electrostatic field tend to blow up at the horizon 
as b ~ 2m, or will it remain finite there? We see 
from Eq. (24), with r < b and property (III) of the 
functions gl and!l' that F01 and F02 both remain 
finite at r = 2m as b ~ 2m; we also see [using 
Eq. (24) with r > b] that F 01 and F 02 remain finite 
outside of the radiufiJ b of the charge as b ~ 2m, 
since the logarithmic divergence of d!/dr (l ;o! 0) 
is now more than compensated by the linear 
decrease to zero of gz (l;o! 0). Thus, the field 
remains well behaved as we slowly lower a charge 
toward the horizon, and we conclude that we do not 
drastically affect the horizon in this process. 

On the other hand, let us examine the limiting 
value of the field seen by any observer at r > 2m 
as b ~ 2m. From Eq. (24) (with r > b) and the fact 
that, for l ;o! 0, g l(b ) ~ 0 as b ~ 2m, we see that all 
the multipole contributions to v except the monopole 
go to zero as b ~ 2m. Since go = 1 and!o = r-1, 
we have the result that for all r > 2m, v(r, e) ~ 
e/r as b ~ 2m. Thus, although the charge distri­
bution is highly asymmetrical as b ~ 2m, the 
electrostatic potential approaches the spherically 
symmetric Reissner-Nordstrom value of e/r. 
From the results of the above two paragraphs and 
our discussion in the IntrodUction, we conclude that 
as we slowly lower a test charge into a Schwarz­
schild black hole, we produce a Reissner-Nord­
strom black hole. 
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The Cook formalism for Fock space is extended by finding additional properties of the creation and anni­
hilation operators and by giving a rigorous definition of the second-quantized form for nobody operators 
(for any n). Properties of these second-quantized operators are given, including an expansion in terms 
of the creation and annihilation operators. 

I. INTRODUCTION 

By requiring that creation and annihilation opera­
tors ("fields ") create or annihilate particles with 
definite probability functions, COOkl was able to 
define rigorously the fields as linear operators 
on Fock space. He furthermore gave a rigorous 
definition of the second-quantized form for one­
body operators and found certain relations between 
the operators and the fields. This formalism was 
not developed sufficiently for considering inter­
actions between pairs of particles, an inherently 
two-body interaction. We extend Cook's result to 
handle this and other problems by defining the 
second-quantized form of n-body operators for 
any n. With this definition we establish certain 
properties of these operators, including expan­
sions in terms of the fields. The results are then 
applied to several common interactions. 

In Sec. TI we define Fock space. In Sec. TIl we 
define the second-quantized forms of n-body ope­
rators and derive some important properties for 
them. In Sec. IV we review Cook's definitions of 
the fields and results, which we state without proof, 
as well as derive some new properties. In Sec. V 
we obtain expansions of the second-quantized 
n-body operators in terms of the fields. Finally, 
we analyze the free Hamiltonians, the Yukawa 
interaction, and the Coulomb interaction as exam­
pIes of the method. 

II. THE FOCK SPACE 

Definition 1: Let X(1) denote a given complex 
Hilbert space. Let X (n) denote the n-fold tensor 
product of 3C (J) with itself. Let Ie (O) denote the 
one-dimensional Hilbert space of the complex 
numbers. Then we define 

:JC(1)is the Single-particle Hilbert space,Ie(n) the 
n-particle Hilbert space, and s: the Fock space. 2 

We let i denote the natural isomorphism 
i : X (n) -t 0 EB· •• EB 0 EB :JC (n) Ell 0 EB· •• of :JC (n) 

into S:. We let {p n} denote the resolution of the 
identity corresponding to P n ff =i:JC (n). 

m. SECOND QUANTIZATION OF N-BODY 
OPERATORS 

Definition 2: Let A i be densely define~, closed, 
linear transformations on the Hilbert spaces ()'i' 
Then Al 121 '" 121 An is the densely defined, closed, 
linear transformation on () 1 121 '" 121 .p n with 
domain D(Al) 121 ••• 121 D(A ) equal to the set of 
all h in ~1 121 .' •• 121 ~n such that there exists g in 
~l 121 '" Q9~" with (g, CfJl 121 ••• 121 CfJn) = (h, 

AiCfJ1Q9"'Q9 A:CfJn) for all CfJi inD(Ai),in which 
case (A1 121 ••• ® An)h = g. 

In our case, all .pi == :Je(1); we will denote the n-fold 
tensor product A 121 ••• ® A by A(n) in:Je(n). Ifmt 
is any subset of 3C(1), we will denote the manifold 
in 3C(n} of all finite linear combinations of decom­
posable elements of :JC(n), all of whose product fac­
tors lie inmt, by~(nJ. We will denote the identity 
operator on :rem by [. 

Definition 3: Let Sn denote the symmetric group 
on n objects. For every permutation 1T E S", there 
corresponds a unitary operator U" on :JC(n) unique­
ly defined as the bounded linear extension of the 
operator U ,,1/11 ® '" ® 1/1 n = 1/1,,(1) 121 .,. ® 1/1 n(n) 
on decomposable tensors in :Je(n}. The n! dimen­
sional ring 9n generated by the set {U If}' with 
U'lf U <p = U 'PIT' is isomorphic with the group algebra. 
Any linear operator A in :Je(n) will be called an 
n-body operator. We will now list a hierarchy of 
domain conditions which A might satisfy. 

Definition 4: Let A be a densely defined, linear 
operator in :JC(n). 
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Definition 1: Let X(1) denote a given complex 
Hilbert space. Let X (n) denote the n-fold tensor 
product of 3C (J) with itself. Let Ie (O) denote the 
one-dimensional Hilbert space of the complex 
numbers. Then we define 

:JC(1)is the Single-particle Hilbert space,Ie(n) the 
n-particle Hilbert space, and s: the Fock space. 2 

We let i denote the natural isomorphism 
i : X (n) -t 0 EB· •• EB 0 EB :JC (n) Ell 0 EB· •• of :JC (n) 

into S:. We let {p n} denote the resolution of the 
identity corresponding to P n ff =i:JC (n). 

m. SECOND QUANTIZATION OF N-BODY 
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Definition 2: Let A i be densely define~, closed, 
linear transformations on the Hilbert spaces ()'i' 
Then Al 121 '" 121 An is the densely defined, closed, 
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all h in ~1 121 .' •• 121 ~n such that there exists g in 
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AiCfJ1Q9"'Q9 A:CfJn) for all CfJi inD(Ai),in which 
case (A1 121 ••• ® An)h = g. 

In our case, all .pi == :Je(1); we will denote the n-fold 
tensor product A 121 ••• ® A by A(n) in:Je(n). Ifmt 
is any subset of 3C(1), we will denote the manifold 
in 3C(n} of all finite linear combinations of decom­
posable elements of :JC(n), all of whose product fac­
tors lie inmt, by~(nJ. We will denote the identity 
operator on :rem by [. 

Definition 3: Let Sn denote the symmetric group 
on n objects. For every permutation 1T E S", there 
corresponds a unitary operator U" on :JC(n) unique­
ly defined as the bounded linear extension of the 
operator U ,,1/11 ® '" ® 1/1 n = 1/1,,(1) 121 .,. ® 1/1 n(n) 
on decomposable tensors in :Je(n}. The n! dimen­
sional ring 9n generated by the set {U If}' with 
U'lf U <p = U 'PIT' is isomorphic with the group algebra. 
Any linear operator A in :Je(n) will be called an 
n-body operator. We will now list a hierarchy of 
domain conditions which A might satisfy. 

Definition 4: Let A be a densely defined, linear 
operator in :JC(n). 
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D 1: We will say that A has property D1 if in each 

K(m), m ~ n, 

is densely defined, 

D 2 : We will say that A has property D 2 , if in each 

K(ml, m :;:, n, 
(a) there exists a dense domain 91tm such that 

mtm <; D (A @ [(m-n)) and U"ffi\n ::::: mtm for all 11 E Sm; 

(b) there exists a dense domain ~m such that 

mm.£ D(At 0 [(m-n~ and u.r~m = ~m for aU 11 ESm• 

D : We will say that A has propertv D3 if there 
e-list dense dOmains. ffil.o'~Q in :re(ll such that 
mt~l .£D(A) andm.~] s;.D(Al). 

D 4: We will say that A is particle- symmetry pre­
serving if 

U A = A U for all 1T E Sn • 
" " 

It is clear that D3 implies D2 implies Dl" We 
conjecture a relation between the particle-sym­
metry-preserving property and property D2 and 
will outline this relation shortly. We also remark 
that any closed, bounded, linear operator in 3C(n) 
has property D3 , and any densely defined, closed, 
linear operator in :re(1) has property D 2 , 

When the minimal closed, linear extension of an 
operator T exists, we shall denote it by [T]-, 

Definition 5: If A is any operator in:JCitI ) sat­
isfying D 1, then the second-quantized form of A, 
Q(A; n), is the densely defined, closed, linear 
operator 

n(A;n) =~EB( ~ )'[ 2; U1T(A0[(m-n»U;1]-
m=O m n., ffESm 

on If, where the summand is defined to be the zero 
operator for m < n. 

By property D 1, 

[ 
~ U,,(A 0 [(m-n» U;lJ -

ffESm 

exists. The special operator 0([; 1) exists and has 
the property Q(I; 1)1{; = nl{; for alII{; E X(n). 

n(I; 1) is called the number operator and is fre­
quently denoted by N. 

Let {E~i)}, i = 1, ... , n, be n s~ctral families in 
fie (1), not necessarily commutmg. Then 

E AI'···. An == E~~) 0 ... 0 E'::,.> 

is a spectral family on 3C(n), and any operator A, 

A:::: f 0'(A 1 , A2,' •• ,An)dE AI' • ... An' 

is a normal operator on :re(n).3 We will call such 
operators s-normal (simple, normal). An operator 
A will be called uniformly normal if it Can be 
written in the form 

A = f O'(A1> A2"", An)dE AI 0 ••• 0 EAn 

with respect to a single spectral family {E A} in 
:se(1), and we will say that {E J is a spectral family 
associated with A. 

Lemma: For any 1T E Sn. 

U,,[E(I;A 1) ® •• , ¢5 E(n;A
n
)]U;l 

::::: E(11(1)jA"(1~ 0 '" 0 E(1T(n);A1I(II~' 

Proof: Since E(I; A1) 0 ••• 0 E(nj A,,) is a boun­
ded operator and since U" is unitary, it suffices to 
show the result on decomposable tensors. Let 
f,,(1l.~ '" 0 fn(n) denote any decomposable tensor 
on 3C (n). Then 

Un(E(I;Al) 0 '" 0 E(rz;An»U;l(J~(1)® '" ®f~(n» 

= U1\(E(I;A 1)® '" 0 E(n;An»(f1 0 '" 0 f
ll

) 

= U
ll
(E(I;>"1)f1 @ '" ® E(n;An)fn) 

= E(1T(l);A,,(l»fn(l) 0 '" @ E(ll(n);An(n) f llw 

= (E(71(1); A1\(11 ® '" ~ E(1T(n); A
1I

{n1) 

x (f~(l) 0 ... 0 fn("~' 

Conjecture: Any s-normal particlewsymmetry­
preserving n-body operator is uniformly normal. 

Plausibility proof: We have 

UlIAU;l = .r O'(Al' '" ,An )dE(1T(I)j A,,(l) 0'" 

o E{1T(n)j A1f(n~ 

= A = f (\I (A l' ... ,An)dE(1; Al) 0 

o E(n; An)' 

Since A commutes with 

(n) 
E(1) ® [(n-l) [® E(2) 0 [<n-2) '" 1(n-1) 0 E" • 

/II '/12 " "n 

it follows that all E~~ commute with all E(1T(j); 

A1f(j 1 for all1T E S,. wherever 0' (A 1> ••• , x,.) is non­

zero. For those Ai where 0' vanishes, we may 

choose the E~~ to be pairwise commuting since 
I 

that does not effect the definition of A. We there-

fore obtain the E~~ to be pairwise commuting so 
I 

that they may be written as a function of a com­
mon spectral family {Ell}' A liberal. sprinkling of 
the Radon-Nikodym theorem then Ylelds 

A == f 0' 1(1-11> ••• ,1-1,,) d E)l1 0 •• ·0 E)ln' 
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where a 1 is some function of a and the Radon­
Nikodym derivatives. Furthermore, since U1fAU;l 
=A we have 

for allrr E Sn' 

Lemma: Any uniformly normal n-body operator 
A has property D 2 • 

Proof: We may write A = J a(x1 , ••• ,Xn)dE Al @ 

... @ EA' Since A is densely defined and closed, 
n 

a can be undefined at most on a subset roof R (n) 

which is of measure zero with respect to 
E A @ .. ·@E A • We define a representation of S m in 

1 n 
Rmby 

V1f(X v '" ,x m ) = (X 1f(l)"" ,x1f (m» 

on coordinates in R m. Then 

is a set of measure zero with respect to 
E A @ ... @ EA ,m?: n. 

1 m 

We define 

t:.k = J X ER(m) L; ia(V1f(x» is k} l 1fESm 

EA = J E(k,A) dEA@"'@EA' kim 

where 

E(k,X) ={~ ifXEt:.k 

otherwise' 

Then {EAk } is a family of projections which con­

verges strongly to the identity as k --t 00. 

Letfit", denote the set of vectorsf in3C(m) such 
that there exists k < 00 for which E A f = f. Then 
9ft '" is dense in 3C (m) and k 

U fit =fit C D(A@/(m-n»forallrrES
m

• 
1r m m-

We similarly constructm m• 

Theorem 1: If A is a uniformly normal oper­
ator in X(n), then Q(Aj n) is normal and Q(Aj n)t = 
Sl(A t; n). 

Proof: Since the Pm reduce Sl(A; n), it suffices 
to prove the result on each :JC(m). It is trivial for 
m < n. For m ?: n we have 

U A @lm-,,) U-1 
1f " 

= Ja(X ... ) dE @ ... @ E v , "" A,,(l) A.-(m) 

= J a(X,,-l (1)' •• " X,,-l (n~ dEAl @ ••• @ E Am' 

'''@E Am ]-

k. {m ~ n}! J [1f ~m a (X1f(l)' ... ,X lI (n»J 

XdE A @"'@EA =J2 • 
1 m 

J 2 is closed and normal. 

We define t:.k,E(k,A), EAk as before. Et:.k com-
(m) () mutes with J 2' Furthermore, E Ak :JC k. D J 1 • 

Pickf E D(J 2)' Since 

EAkf ED(J1), 

EAkf--tf as k--too, 

and J 1. is closed, it follows that J 1 = J 2' Thus 
Q(A; n} is normal. 

Furthermore, 

J~ = ( ~ )r J ~ a*(x1f(l)'''', X,,(n»d E A @ 
m n. "ES

m 
1 

• .. @E A j 

" 

Corollary 1: Let A, B be uniformly normal 
operators in XCn>. Then A and B commute if and 
only if Q(Aj n) and Q(Bj n) commute. 

Proof: Let {E~} be a spectral family in3C(l) 
associated with A, and {E ff} me associated with 

B. Then Q(Aj n) commutes with Q(Bj n) iff E~ @ 
1 

••• @ E~ commutes with EB @ •.. @ E.~ iff A 
m III rm 

commutes with B. 

Corollary 2: H A and B are linear transforma­
tions in :fCC,,) satisfying condition D1 such that A ?: B, 
and at least one is closed and bounded, then Q(Aj n) 
?: Q(Bjn). 

Proof: A ?: B implies A - B ?: 0 on D(A) n D(B). 
Since one of A, B is closed and bounded, it follows 
that A - B is a positive symmetric operator satis­
fying condition D 1 • It follows that A - B has at 
least one poSitive self-adjoint extension. Let one 
such extension be called (A -B)'. (A -B)' auto­
matically has property D1 and Q «A - B)'; n) ?: O. 
Q(Ajn) -Q(Bjn) also has property D 1 • We shall 
show Q(Aj n) - Q(Bj n) k.Q «A -B)'j n). Since the 
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Pm reduce these operators, it ~yffices to show the 
extension property in each 3C m , m 2: n. Since the 
U 11 are unitary operators, it suffices to show 

(A - B)' ® /m-n) 2. A ® I(m-n) _ B ® /m-n). Let 

f E D(A ® lm-n) - B ® I(m-n». Let CPI ® CP2 E 

D(A t _ B t) ® 3C(m-n). Then 

({A ® lm-n) - B ® /m-n)}/, CPI ® CP2} 

= (f, {A t - B t} CPI ® CP2) 

= (f,{A _B}t CPI ® cpz) 

since one of A,B is bounded. 

Since (A- B) ~ (A- B)', then [(A- B)'P ~ (A- B)t 

= At - B t. We may then restrict CPI ® CP2 to 

D«A - B)' t) ® 3C(m-n), obtaining 

({A ® /m-n) - B ® I(m-n1f, CPI ® CP2) 

= (f, [(A - B),]t CPI ® CP2) 

= (f, {(A - B)' ® /m-n)}t CPI ® cpz) 

or f E D[(A - B)' ® lm-n)]. 

Theorem 2: Let A be any transformation in:JC(n) 
satisfying condition DI • Let Bl' B2 bee ~y closed, 
bounded, linear transformations on 3C n. Let 

A denote the symmetrized operator 

A = -4 ~ UlI AV;l. 
n. lIES

n 

Then 

(a) Q(A; n) = Q(A; n); 
(b) n(aA + f3B; n) = [aO(A; n) + (:lO(B; n)r; 
(c) for m, s integers, m ~ s, 

(s) m!) 
n(A ® I ; n + s) P,,+m = (m-s)! n(A; n Pn+m; 

(d) BI ~ B z implies n(BI ; n)~ Q(Bz; n); 
(e) O(B; n}t = n(Bt; n); 1 
(f) if A is any operator in 3C ( ), then D(n(A; 1» 

= s: iff A = 0; if A is any, positive, uniformly 
normal operator in3C (n) satisfying D 3 , then 
D(Q(A; n» = 5' iff A = 0; 

(g) (n(BI ; n)Q(B2 ; n)r = 

[ 
~ n!(n)n(1i (!J!(s),/(s)®B 'n+s)J-
LJ SIS 1 2' 

S =0 • 

(h) [n(BI ; n), n(Bz ; n)r = 

[ E n! (n) n([li ® [(s) /s)® ']J ]. n + s)]-. 
s =1 s! s 1 , 2 , 

Proof: 
(a) A satisfies Dl implies 

.! ~ U AU-l 
n! !rES 11 !r 

n 

satisfies Dl • The rest follows from the 
rearrangement theorem for finite groups. 

(b) Since B is bounded, we have D(aA + (:lB) :::; 
D(A), aA + (:lB satisfies DI , and n(B; ti) is 
bounded on each:re~). Thus Q(aA + (:lB; n) 
exists and Q(aA + (:lB; n) .2 an(A; n) + {:In (B; n). 

Pick f ( D(n(aA + f3B; n». Define 
m 

f,n = ~ PJ. 
s=o 

Then fm converges strongly to / and 

s - lim [an(A; n) + (m(B; n)Jfm 
m-+oO 

= S - lim [n(aA + {:lB; n)]/'n 
m-+oO 

m 

= s -lim ~ Ps n(aA + (:lB; n)/ 
m-+oO s =0 

= n(aA + (:lB; n)f. 

Hence/ED([an(A;n) + (:In(B;n)f). 
(c) For m ~s, we have 

n(A ® /s). + s)P ,n n+m 

= (m ~ s )! (n~n+m U,rA ® I (m) U;I) Pn+m 

m! = . )1 n(A; n) Pn+m tm - s. 

(d) This follows from Corollary 2. 
(e) On each 3C(m), m ~ n, 

[~ U B ® /m-n)u- I ] - = ~ U B ® I'm-n) V-I. 
11 11 7TES IT 11 

7TES
m 

m 

The result follows by taking adjoints. 

(f) For the first result see Cook.l 
Since A has property D3 , then for A ~ 0, there 
exists cP E mlo, with 

IIcpli = 1, A ® I (m-n)cp (m) ~ 0, 

where cp<m) equals the m-fold tensor product 

of cP with itself. Then 
00 1 

cI>;: ~ - cp(ml E S:. 
m=l m 

Consider 
00 

Iln(A; n)cI>112 = E m-2 [(m - n)!]-2 
m=-n 

x" (U A ® /(m~n)U-l cp(m) V A 
LJ IT IT' ~ 

IT.~ESm 

® / (m- n) U;;l cP(m» 

~ -2 ml "(-= LJ m Z LJ u. A 
m=n [(m - n)!] 1IES

m 

® /m-n)U,,-l cp(m), A ® I'm-n) cP(m». 

From the fact that A is uniformly normal it 
follows that A ® [(m-n) commutes with U1\:A 
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121 /m-n)U;;1 for all 7r E Sm' Thus all terms in 
the above sum are positive and 

O(! r 
lin (A;n)cI>II2 :;;, z:; m.)] n!(m -n)! 

m=n m 2 [(m - n ! 2 

X IIA 121 /m-n)cI> (m) 112 
'_) 00 r 

== n! IIAcp V< 112 I; m. = 00. 
m=n m 2 (m - n)! 

(g) Since the Pm reduce n, it suffices to prove 

the result on each 3C(m) : 

n(B1 ; n)n(B2 ; n)Pm 

= [(m - n)!]-2 z:; Tl,,131 121 /m-n)U,,-1 
1f.<{,ESm 

X UR ®/(m-n)u-1 
cr--2 <{' 

== [(m - n)!]-2 z:; 
"E;Sm 

U13 121 I'm-n) 
" 1 

xf'z:; U 13 121 /m-n) U-1) U-1 
\lP ES", ~ 2 "'" . 

Any permutation 1/1 which leaves B2 operating 
in the first n components of :re(m) == :rc(/l) 121 
:re(m-n) gives an equal contribution to the above 
sum as does any other such 1/1. In fact any 1/1 
which leaves B2 operating on n - r of the first 
n components of :re(m) is equivalent to any other 
1/1 which also leaves B2 operating on n - r of 
the first n components of :JC(m). The number 
of 1/1' s of this kind is 

[the number of ways of picking, without regard 
to order, r objects out of n boxes, another r 
objects (spaces) out of m - n boxes, inter­
c~anging the r objects with the r spaces, and 
then rearranging the two resulting sets of 
n,m -n things]. Furthermore,one such 1/1 
Yields B 121 I'm~n). /r) 121 B 121 /(m-n-r) Thus 

1 2 

x n(B 121 /r). / (r) 121 13 . ri + r)P 
1 2' m' 

Since n(A; n + r)Pm = 0 for n + r> m, Le., 
r > m - n, we may replace the upper limit on 
the sum by n and the desired result follows. 

(h) This result follows immediately from (g) by 
noting that 

= " U (I(r) ®B . B 121 /r»U-1 
L.J" 2 1 " 

"ESn+r 

and 

IV. THE FIELDS 

We shall review some of Cook's definitions and 
results which will either be expanded or will be of 
use in the next section. Cook's original work1 

should be consulted for additional results. 

Definition 6: For every f E 3e (1), we define the 
linear transformation (j 121) on ~ as the bounded 
linear extension of the operation (j 121) j 1/11 121 ... 
121 1/1" = jf® 1/11 ® ••• ® 1/1". Then 11(j®)11 
= Ilfll, and (j®) has the adjoint (j®)t equal to the 
bounded, linear extension of 

(j ®)tj1/l1 121 ... 121 1/1" = j (j, 1/11)1/12 ® ... 121 1/In 

and 

for Q' in:re (0). 

Let G be an operator-valued function which assigns, 
for every n = 1, 2, .•• , an operator Gn in S '" with 
Go defined to be the identity. The creation and 
annihilation operators (fields), wG and wJ, res­
pectively, map :Ie (1) into the set of all densely de­
fined, closed, linear transformations on ~ by 

wG(j) = (&04l Gn) (j 121), 

wJ(j) = wG(j)t == [U®)t E
o

4l GZl. 
In particular we will discuss, among others, the 
cases where G projects onto the purely symmetric 
or purely antisymmetric spaces. We therefore 
consider the decomposition of ~ into superselec­
tion sectors defined by particle symmetry. We re­
call that in each:JC (m) there is a resolution of the 
identity I = 6 TQ T(m), where the Q/m) are the 
orthogonal projections onto the Young shapes, 
labeled by T (i.e., the irreducible representations 
of Sm)' Let t(m) denote any subset of the irreduc­
ible representations of Sm in :JC (m). Since 
U"n(A; n)U;1p m = n (A; n)P m for all 1T E Sm' it 
follows that any sum T(m) '= 6 Q T(m) is a pro-

TE;t (m) 
jection which reduces n(A; n)P m' We define the 
projection T on 5= by 

00 

T == I; EB ~ Q/m) 
,,=0 TE;t(m) 

for any set {t(mH. Then T reduces n(A; n), and we 
write Tn(A;n)T '= nT(A;n), T5= == 5=T' By chOOSing 
G m = T(m) == the identity, the projection onto the 
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antisymmetric component of 3C (m), or the projec­
tion onto the symmetric component of 3C (m), we 
obtain the unsymmetrized, Fermi, and Bose fields, 
respectively. We remark that although we shall 
treat only the Fermi and Bose cases, they are not 
the only cases of physical interest. For example, 
if 3C (1) is a tensor product space where some of 
the products are irrelevant to a particular physi­
cal situation, then other representations of Sm 
become relevant: In particle physics the configura­
tion space part of 3C (1) may be neglected, the rest 
of 3C (:1) being finite dimensional. The various 
irreducible representations in each !JC (m) are then 
identified as elementary particles. In the Wigner 
supermultiplet theory for nuclear physics, the 
configuration part of JC (1) is also discarded but 
only after implying maxImal antisymmetry of the 
remaining part. In this case only restricted types 
of representations of Sm are relevant. We believe 
that this formalism may be used for some prob­
lems of the above nature. 

A. The Antisymmetric Case 

We choose 

where (Jrr is the parity of the permutation 1T. Q a(n) 
is the projection onto the antisymmetric compo­
nent of !JC (n). We denote the corresponding T 
== G by Ta and define T ff == ffa' and wGV) 
== wT U) == wa(f), w} (J) == wl(f). We restrict all 

a a 

operators to ff a' 

For any orthonormal basis {rei} of 3(1), we define 
an orthonormal basis {(cp~l CP2 2 

••• )a} of ffa' where 
n

i 
== 0 or 1 and L;jn i < lXI, by (cp~l cp~2 •• . )a 

== j [('Bi"i)!]1/2Qa('Bini)CPl 181 ••• 181 CPl 181 CP2 181 ••• 

119 CP2® CP3"', (the element CPt appears n i times 
in the tensor product). The definition of (cp} 
cP~ ••• ) a is extended so that the vector is zero if 
n k:> 1 or n k < 0 for any k. We shall use the abbre­
viated notation of not listing cP i if n i == 0; thus 

Let cP t ,CP t ••• cP i be a selection from the basis 
1 2' , " 

such that i1 <: i2 < ' .. < in. We observe that if 1T 

is a permutation of (1,2, .. , ,n)" with parity (J'If, then 

w a(CP ''If(}..» w a(CP ''If (2» •• , W a(CP i rr (,) 10) 

where 10) is a unit vector in :Ie (0) (the vacuum 
state). By direct computation on the given basis 
it follows that W a(qJ) and W J (C{» are bounded linear 
transformations on ~a such that 

and 

wa(aqJ + b1/;) == ae..'a(qJ) +bw a(1/;), 

wl (acp + b1/;) == a*wl (cp) + b* wr (1/1). 

Lemma la: For allf E 3(1) 

n 

waV) == uniform limit ~ (f, cP i)W a(CP t) as n ~ co , 
1=1 

Proof: 

IlwaU) - ~ (f, CPl)wa(cpj)11 == Ilwa (! -E{f, CPi)qJ~ II 
== Ilf - ~V' qJ,)qJtll, 

which is arbitrarily small for sufficiently large n 
since {qJ i} is an orthonormal basis. 

Definition 7: If 1/;1,1/1 2 E 3C (1), then 1JI11/1~ is the 
bounded linear operator on :JC (1), defined by 
(1/111/12 *) cP == (cp, 1/12)1/; l' We define the anticommu­
tator [A, B]+ == AB + BA wherever the right-hand 
side exists. I a denotes the identity in ff a' 

With these definitions Cook obtains the following 
results: 

(i) wa(cp) w1 (IJI) == Qa( cPl/.'*; 1); 

wl (l/I)wa(cP) == (cp, I/I)Ia - Qa(cpl/I*; 1); 

(ii) [wa(cp), wl<I/I)]+ == (cp, 1/I)Ia; 

[wa(qJ), wa(IJI)]+ == [wl (qJ), wl (1/1)]+ == 0; 

(iii) The set {w a(CP In is irreducible on ~ a' 

B. The Symmetric Case 

We choose 

which is the projection onto the symmetric compo­
nent of X(n), We denote the corresponding T == G 
by Ts ' define Tsff == ffs' restrict all operators to ffs' 
and write 

wT (f) == ws(f), w~ V) == w;(f). 
s s 

For an orthonormal basis {qJt} of :JC(l), we define 

an orthonormal basiS {(qJ{ qJi'" )5} of ff 5' 

where n i == 0,1,2,"', and L;ini < lXI, by 

(cp;1(p~2 .. ,)S == [(~n1 !/9(n,!)Y/2 

x Q5(~n~ qJ1 181 , .. 181 qJ1 181 CP2 .. ' 

I8ICP2 I81qJ 3'" 

(each qJ 1 appears n, times in the tensor product). 
The definition is extended so that (qJ;l CPi' , . ) 5 
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is zero if any n, < O. We shall also use the nota­
tion of dropping cp, from the list if n i = 0: 

(cp 1 3cp 2 Ocp 31CP 42 .. ')s == I cp 1 cp 1 cp 1 cp 3CP 4 cp 4' •• >s. 

Let Cp, ' Cp, ' ••• , Cp, be any selection from the 
1 2 " 

basis such that i 1 ::5 i 2 ••• ::5 i", and such that cp 1 

occurs n1 times, etc. Let 1/1 be any permutation of 
(1,2,···, n). Then we have 

w s (cp '~(l»' .. w s (cp i,(n» 10) 

=[p(~)!r/2Icpil' ... ,CPi)S' 

For any subset S of:JC (1), let [S] be the closed, 
linear manifold generated by S. Let R[S] be the 
projection onto r Sl. Cook obtains the following 
results: The ws(cp), wl (cp) are unbounded opera­
tors with domain D(ws(cp» = D(w~(<p» = 
D(0s(R[cp]; 1)1/2). Let V", be the bounded,linear 
extension of the transforfuation V"'l (<pt <p~2~. ')s 

= (cpi <p~2 • •• ) s of ~ s. Then VJ is the bounded 
1 

linear extension of the operator 

VJ
1 
(cp~I<p~2 ... ).s= (<p;1-l,cp~2 .. ·)s' 

V", is an isometry of the range of 0s(R[<P1]; 1)1/2, 
1 

and 

IIv",11 = II Vp = Ilcpll. 

Then the fields have polar decompositiollS: 

wI (cp) = V~ 0s(R[<p]; 1)1/2, 

ws(cp) = V",[Os(R[cp]; 1) + Is)1/2, 

where Is denotes the identity in ~s. 

Lemma ls: Let 1/1 ED(NF2). Then 

Proof: Let 

" 
f" = E(CPiJ)CPi' 

i=1 

Then 

" II w sCf} - L; (cp i ,f}w J cp ,)1/111 
'=1 

= IIws(f - ~(cpiJ)cpi)1/I11 
= IIwsU - fn )1/111 

°T(A;n) == 

= II Vf - f" ° s(R[f-fn]; 1)1/21/111 

= II!-fnIIIIOs(R[f-!n);1)1/21/111 

::5 II! - fn II Ilos(l; 1)1/21/111 
n 

= 11!-L;(cp,J)cp,IIIINF21/11I, 
i=1 

the inequality coming from Theorem 2(d). The 
right-hand side is arbitrarily small for sufficiently 
large n due to the completeness of {<p i} • 

Cook obtains the following results: 

(i) w s(l/I) w 1 (<p) and w r (I/I)w s(<p) are densely de­
fined linear operators with closures 

(ws(l/I)w 1(cp» - = 0s(I/ICP*; 1) 

(wH1/I)ws(cp)f = (cp, l/I)Is + 0s(<pI/I*; 1), 

to which the first is equal if and only if 1/1 '" 0 
or cp = 0, the second if and only if cp = }.I/I. 

(ii) The brackets [ws(<p), ws(-I/I)] , [w!<<p),w!(I/I)], 
[w!(<p), ws(I/I)] are densely defined, linear 
transformations with the closures 

to which they are equal if and only if <p = 1/1 
= O. 

(iii) If {cp i} is an orthonormal basis of :JC W, then 
the set {Ws(CPi)} is irreducible on ~s' 

V. EXPANSION OF N-BODY OPERATORS IN 
POLYNOMIALS OF THE FlELDS 

Definition 8: Let A be any closed linear opera­
tor in a Hilbert space. A domain D .s. D(A) is said 
to be a core for A if [A IDr = A. 

Theorem 3: Let A be a uniformly normal opera­
tor on X (n> possessing a core of the form ml[nl, 
where fit is the manifold generated by finite linear 
combinations of the elements of some basis {gJ 
of XW. Let 

00 

D == L; +~mJJIIl 
m=O 

(no completion implied). Then for T = T or T = Ts 
(the antisymmetric and symmetric case~, 

mt~l = T(m)::m[m1, and DT = f; + fit~l, 
m=O 

we have 

[. .i5. . (gi lSI .. • ISIgi ,Agj lSI .. • 0gj ) wr(gd",wr(gi )W~(gj ) ... w~(gj) I ]-. 
'1 ... •• I".)i ... ·.)" 1 n 1 n 1 n n 1 DT 
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Proof: Since f2(A;n) exists and is normal,f2,,{A'n) exists and is normal in 5'T' Since the P reduce 
f2T(A;n), it suffices to prove the result in each:K:tm1. Suppose we can prove the result on the d~main ~m). 
Becausemt[mJ =mt[n) x ml:[m.lI) and U .. m![m) = mt[m), it follows that mt[m) is a core for all UIIA ® /(m-n) 
U;1 for all1T E: Sm. We also have 

[ f2 T (A; n)Pm I .J -=[(:E UIIA ® /(m-n)U;l) I J - T(m)Pm 2.:E [(UIIA ® /(rn-n)U;1) I J- T(m)Pm prr[m] IIESm m.[m) IIESm m~m) 

= :E UIIA ® /(m-n)U;1T(m)Pm 
liES . 

m 
and 

Since f2 T(A; n)P is normal in Pm 5'T' it has no normal extensions. Therefore mt[m) is a core for 
f2 T (A;n)P m • It ~emains to show 

f2 T (A; n)Pml 
ml[m] 

00 t 
= :E (gi ® ••• ® gt ,Agj ® ••• ® gj )wT(gd" ,wT (gj) ... WT(g)·· .w~(g·)1 . 

i 1 ,"'jn,j1,"'jll 1 n 1 n 1 n In h mT[m] 

Furthermore, since the decomposable elements of ml:[m] form a basis for :JC (m), it suffices to show the 
above as a bilinear form between properly symmetrized decomposable elements ofmt[m] of the form 
I h l' h2' ••• , h m > ,where the h l' ••• , h m are a selection from the basis {gil. We recall that for the sym­
metric and antis~mmetric cases there are normalization factors VT (h 1 ,"" h m ) such that 

w T(h 1)··· wT(h m) I 0> = V T(h 1,"', h m ) Ih1' "', h m> T 

and defining a~ = / in the symmetric case, a" in the antisymmetric case, we have 

. (m ')-1/2.:'1 (h ••• h )-1 " all U h ® ••• ® h = Ih .•• h > I . vT l' 'm L..J T .. 1 m l' 'II T' 
1TESm 

Let If l' ••• ,j m> be another such element. Consider, for m ::::: n, the matrix elements 
T 

00 

Jig == <i1"",fm l :E (gi ® ... ®gi ,A~ ® ... ®gj )WT(gi ) .... wT(gi) 
'T i 1, .... in ,j1' .... i n 1 n l' n 1 n 

x WTi(g. ) ... W~ (g) Ih 1,"· ,hn> • 
~ ~ T 

Because the fi' hi were chosen from the basis {gj}, the sums on i 1> ••• ,in' j l' ••• ,jn have only a finite 
number of nonvanishing terms, so the sums are well defined. Thus, using the commutation relations, we 
obtain 

Letting 1/.1 E Sm-n be a permutation of the numbers 1T(n + 1), ... ,1T(n), we evaluate the last factor, the vacuum 
expectation, to be 
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We then have 

x (j",(1) 181" ,181 f",(t,v' A 181 /(m-n)~(l) 181" "181 hlfr,m 181 h If.(If(n+1» ···181 hl/J(lf(m») 

m ! (j 1 (m-n) 1 > = [ (m - n)!] T 1>"''! m A 181 / h l' ••• , hm T 

_ 1 "(j ... F IUA,o,/(m-n)u-1Ih '" h) 
-(m-n)!If~ T 1> ,Jm II '0' 11 l' , mT 

m 

= T(f1,"',!ml{1T(A;n)lh1,"',hm>T' 

It follows that for all X EDT' the i sums in the 
expansion of {1 T (A; n)x have only a finite number 
of nonzero terms, and the j sums converge since 
they are the basis expansion sums of the vector 
{1T(A;nh· 

This theorem is augmented by recalling that any 
operator A in :rco.) is essentially self-adjoint if and 
only if it is symmetric and has a dense set of 
analytic vectors. 4 From this dense set construct 
an orthonormal basis {gi} of:JC (1). Let fit denote the 
manifold of finite linear combinations of the basis. 
Then fit is dense in 3C (1) and is a core for A. Fur­
thermore if B is any densely defined, closed opera­
tor, then BtB is self-adjoint and D(BtB) is a core 
for B.5 

VI. SOME PHYSICAL EXAMPLES 

The free Hamiltonian H61
) is of the form of mul­

tiplication by either J1., or J1. + Ip 12 12m, or 
(J1.2 + IpI2)1/2,where IJ. ~ ° is the mass,and 
where 3C (1) is the space of square-integrable func­
ti?BS over R s with variable p = (p 1J ••• ,PS>. Thus 
H01 is self-adjoint, and has property D3 ; {1 (H61

); 1) 
is self-adjoint, and the harmonic oscillator func­
tions provia~ a basis of:JC (1) which generates a 
core for Ho • 

1 J. M. Cook, Trans. Math. Soc. 74, 222 (1953). 
2 V. Fock, Z. Physik 75,622 (1932)-
3 B. V'. Sz. Nagy, Spektraldarstellung Linearer Transformationen 

des Hilbertschen Raumes (Springer-Verlag, Berlin, 1942). 

The Yukawa interaction is given by the multiplica­
tion operator 

(Y(f®g»(x,y) = c e-Il' x-Y' f(x)g(y), c> 0, 

in :JC(2) for one space dimension (X(l) = £2 (R 1», and 
by 

(Y(f 181 g»(x, y) = c(e -Illx- yll IJ.I x - y I )f(x)g(y), c > 0, 

in :JC (2), for two and three space dimensions. 
Y ( I x - y I) is the Fourier transformation' of the 
function (1J.2 + Ip 12)-1 which is bounded and 
square integrable. Thus {1(Y; 2) is self-adjoint. 
The tensor product of harmonic oscillator func­
tions provides a basiS of:JC (2) which generates 
a core for Y. Y has property D3 • 

The Coulomb interaction is given by the multi­
plication operator (Af 181 g) (x, y) = (ell x - y I ) 
f(x)g(y), c either positive or negative. Thus A is 
self-adjoint, possesses property D2 , and {1 (A; 2) is 
self-adjoint. 
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The exact statistical properties of solutions to two restricted turbulent kinematic dynamo problems are 
given and discussed in some detail. In view of the fact that all discussion and solutions of the turbulent 
kinematic dynamo equations given so far in the literature are approximate, we believe that the present 
paper, containing two exactly soluble turbulent dynamo problems, is of more than academic interest. 
The method of solution is rather general and may, perhaps, be of basic interest. Further, the exact sta­
tistical solutions, which admit of regenerative dynamo action, allow approximate solutions to be com­
pared and contrasted with the exact solutions, thus outlining the regime of applicability of the approxi­
mate solutions. 

I. INTRODUCTION 

For many years now there has been considerable 
interest in mechanisms which maintain or regene­
rate large-scale magnetic fields in nature. One 
of the most attractive mechanisms for magnetic 
field regeneration is a kinematic dynamo, in which 
the velocity field is considered given and the re­
sulting induction equation is to be solved for the 
space and time variations of the magnetic field. 
Since the velocity field is, in general, an arbitrary 
function of space and time, no general solution to 
the kinematic dynamo equation has yet been found. 
Special velocity fields which allow the induction 
equation to be solved exactly have, of course, been 
given (see the review by Roberts1 for several such 
exactly soluble models). 

It was recognized quite some time ag02,3 that a 
turbulent velocity field, in combination with a large­
scale ordered sheared velocity field, produced an 
extremely efficient kinematic dynamo. But in view 
of the complexity of the resulting equations (see, 
e.g., Lerche4 ) only approximate solutions have so 
far been given. 

More recently 5-7 it has been pointed out that, even 
in the absence of large-scale ordered velocity 
fields, dynamo action is provided by turbulent velo­
city fields on their own, be they isotropic or not. 
Once again the complexity of the equations has 
been such that only approximate solutions have so 
far been given. 

The purpose of the present paper is to present 
exact statistical solutions to the kinematic dynamo 
equations when the velocity field is completely 
turbulent. While the two types of turbulent velocity 
field to be considered are r.ather special, they 
nevertheless illustrate several points. 

First, they demonstrate that a method exists for 
extracting exact statistical solutions from the tur­
bulent kinematic dynamo equations. Second, the 
exact solutions obtained can be used as templates 
against which one can estimate the accuracy of 
any approximate treatment. Third, they illustrate 
the point that the exact statistical solutions have 
a character which is rather different from what 
one might expect from order -of -magnitude in spec -
tion of the relevant terms in the dynamo equations. 

In Sec. II we set up the basic equations to be used 
in obtaining the exact statistical solutions, and we 
specify the two classes of velocity turbulence we 
shall be concerned with. In Secs. III and IV we ob-

tain the exact statistical solutions to the dynamo 
equations und~r the two classes of velocity turbu­
lence, and we discuss the normal-mode dispersion 
relation obtaining in each case for the ensemble 
average magnetic field. 

Finally, in Sec. V we discuss the results obtained 
and suggest further lines of investigation if the 
method and results given here are to be more 
fully incorporated into the mainstream of present 
research efforts on the structure and properties 
of kinematic dynamo equations. 

n. BASIC EQUATIONS 

Consider an infinite medium of constant resistivity 
1/, which is not undergoing either bulk convection 
or shear, so that only a turbulent velocity 6V with 
zero mean is present. Then the magnetohydrody­
namic equations for the vector potentional A are 

with the magnetic field B given by 

aAk 
Bi(x, t) = E: ijk -

aXj 

(2) 

For random velocities oV(x, t), which are functions 
of both space and time,Eqs.(I) and (2) are,in 
general, difficult to solve. Under these conditions 
recourse is normally made to either the "short­
sudden" approximation,first used by Parker2 to 
discuss kinematic dynamo action, or the "long­
slow" approximation, first used by Braginskii3 in 
discussing kinematic dynamo action. (For a de­
tailed mathematical description of the terms 
"short-sudden" and "long-slow" we refer the 
interested reader to Lerche, 4 where the nature 
and phySical content of both approximations is 
spelled out.) 

More generally, we would like to obtain exact solu­
tions to Eqs. (1) and (2) so that they can be used as 
templates to measure the regime of validity of the 
approximations used in discussions of kinematic 
dynamo theory.2 -9 We have searched the literature, 
and to our knowledge there have so far been no 
exact solutions given to Eqs. (1) and (2) when OV 
is a random velocity field. The two situations in­
vestigated in this paper, while special, do constitute 
exact statistical solutions to Eqs. (1) and (2), and 
as such, they are useful (albeit special) templates 

1858 
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against which the approximate treatments can be 
compared. They also illustrate a general tech­
nique which may perhaps be employed under more 
general circumstances than considered here (see, 
e.g., Lerche and Parker~o for a different applica­
tion of the technique-but within the framework of 
kinematic dynamo theory). 

The interesting problem at hand is the construction 
of exact solutions to Eqs. (1) and (2). We consider 
two special classes of random velocity: 

Class I: We take oV to be a random function 
only of time and independent of any spatial coor­
dinates. The basic equations take the form 

under 

oV = oV(t). 

Class II: We take OV to be a random function of 
only one spatial coordinate, say x, and independent 
of both time and the other two spatial coordinates. 
The basic equations take the form 

( 
a ~ aAm 

at -1/V2}.Ai (X,t) = €ijk€klmolj(x) aX
l 

(x,t), (4) 

under 

I5V = W(x). 

Since the exact solution to Eqs . .(1) and (2) is some­
what easier to obtain under class I velocity turbu­
lence than under class n motions, we consider it 
first. 

m. RANDOM VELOCITY A FUNCTION OF TIME 

Spatially Fourier transform Eq. (3) with 

A ( 
ik.x 

i x, t) '" Ai (k, t) e (5) 

Since Eq. (3) is linear and homogeneous in spatial 
variables, it suffices to consider only one mode as 
in Eq. (5). Then Eq. (3) takes the form 

the operator field .c (ov). Then P(T, A, ov) satisfies 
the spatially homogeneous equation 

ap a { aT ="c (ov)P - aA; P - l1Tk2A; 

+ iT€ovj(kiAj -kjA;)}. (8) 

While Eq. (8) is quite general, it is difficult to pro­
ceed further until the' statistical distribution of OV 
is given. For the remainder of this paper we shall 
take "c(ov) to represent a Gaussian velocity dis­
tribution in each component of OV, with the same 
correlation time 'and intensity in each component. 
Then ll 

a a2p 
"c(l5v)P == -- (oviP) + -- , 

aov; aOV( 
(9) 

and Eq. (8) becomes 

ap a a2p a 
aT = aOV, (OViP) + aov,2 - aA i I , 

X {pl-1]Tk 2A i + iT€oVj(k;Aj - kjA j )]}. (10) 

The first terms on the right-hand side of Eq. (10) 
represent the assumption that the probability dis­
tribution over OV alone is the Gaussian 
exp(- ~oviovi)' 

The initial values of A are sufficient to determine 
the solution of (10). Denote them by A(k, 0), so that 
at T = 0 the probability distribution is 

P(7 = 0) = (27Tr3i2 exp(- t oV°c5v)o[A- A(k, 0)]. 
(11) 

To proceed with the solution of Eq. (10), define 
the quantities 

Ra (T,c5v) = JAaPd3A, Ci =X,Y,Z, 

so that the kth Fourier mode of the ensemble 
average vector potential (N is 

(A) = J R( T, ov)d3c5v, 

with 

(B) = ik x (A). 

(12) 

(13) 

aA-aT- =-l1k2A j+ i/ilj(l)(kjAj-kjAi)' (6) Then Eq. (8) yields 

Let T = II T, where T is the correlation time for 
/iV. Also write OV = tov so that (OV2) = €2;i.e., 
we normalize the turbulent velocity field, and then 
Eq. (6) becomes 

a a2RIX 
(c5v,R ) +--aovi 'IX aov j 2 

-1/k2TRa + iT€ovj(kaRj - kjRa), 

with the initial conditions 

(14) 

(7) Ra (T = 0, ov) = Aa (k, 0)(21T)-3/2 exp(- ~ ovoov). 
(15) 

Now consider the probability P( T, A, ov) for finding 
the combination of values A, OV at time T. Let the 
probability of finding OV on its own be described by 

The coefficients in Eq. (14) are independent of T 

so that the solutions have an exponential time de­
pendence exp( aT). Note that all three (Ci = x, Y, z) 
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of Eq. (14) are homogeneous in R. Hence they have 
a solution if, and only if, some dispersion relation 
is satisfied. Our task is to obtain the dispersion 
relation. 

It is convenient to expand R in the normal modes 
1/1 n of the homogeneous equation 

(16) 

which are 

(17) 

where Hn is the nth Hermite polynomial. Further, 
from the recurrence relation for Hermite poly­
nomials we have 

(18) 

111en we write 

00 

Ra(r,ov) =e
C1T 

L) C~~11/ln(OVx)1/Im(OVy)1/I1(OVz)' 
n,m,l=o (19) 

Insertion of Eq. (19) into Eq. (14) and equating co­
efficients of 1/1 n 1/Im 1/1 I gives the three equations 

C~~l [0- + (1)k 2 T + n + m + 1)] 

= iTE2- 1/ 2 {k(lJC~!l,m'l + 2(n + 1) C~~l,m,l 

+ C~~_l,l + 2(m + 1) C;~~+l.l 

+ Cn~~,l-l + 2(1 + 1) Cn~~,l+l] 

- kx[c!~1,m,1 + 2(n + I)C~~;'m'l] 

- k y [C;~~-1.l + 2(m + 1) C;~+l.zl 

-kz[C;~~,I-l + 2(l + I)C~~~,I+l]}' 

a =x,y,z. (20) 

It has been shown elsewhere 1 0 that the determi­
nant of the coefficients of Eq. (20) gives the dis­
persion relation. 111e determinant is, as usual, 
infinite and divergent. However, expanding the 
determinant about the upper left-hand corner 
gives a series that is asymptotically convergent 
for small TEk « 1. [The reader who prefers to 
solve the homogeneous finite-difference equation (20) 
by the more rigorous differential equation method 
given in Lerche and Parker10 is encouraged to do 
so. We point out here that for TEk « 1 the results 
from both the asymptotic determinant method and 
the differential equation method agree et"actly.) 

Start at the upper left-hand corner with the set of 
coefficients obeying n + m + 1 = 0; then add in the 
set obeying n + m + I = 1, etc. To order 11 + m + I 
= 1 the resulting equations are 

(0- + 1)k2 T) C (oj - iTE21/2 [k (C (x) + C (y) + C (z) ) 
000 - Ct 100 010 001 

- (kxC~~~ + ky Cbato + kzC~~)l)]' (21) 

C~~~ (0- + 1 + 1)k2T)=iTE2- 1/2 (kaCo~~ - kxC~~~), 
(22) 

C6~)0 (0- + 1 + 7jk2T) =iTE2-1/2 (ka Co~o - kyC~~~), 
(23) 

C6~~ (0- + 1 + 1)k2T) =iTE2-1/2 (kaC~~)o - kzC~~~). 
(24) 

Now the original free decay solution (valid when 
E = 0) is 

(25) 

The coefficients to order n + m + 1 = 1 give the 
first correction to the free decay rate as 

There is now an additional root 

0- + 1 + 1)k2 T == 0, (27) 

as follows from Eqs. (22) (with a = x), (23) (with 
a = y), and (24) (with a = z). 

Had we evaluated the determinant to order 
n + m + 1 = 2, there would appear still another 
root: 

0- + 2 + T]k 2 T = 0, 

etc. 111e extra roots all conv ... erge to the original 
roots in the limit T ~ co. The decay of these extra 
roots is faster than the original roots, so we will 
not consider them further in the present problem. 

111e modified free decay mode [Eq. (26)] is now 

(28) 

implying that the turbulent diffusivity brought about 
by the random (in time) velocity field increases the 
rate of decay of the mean magnetic field over that 
which would obtain in its absence. Note that this is 
by no means the same as the rate of decay of the 
mean magnetic energy being different in the pre­
sence of turbulent time-dependent velocity fluctua­
tions and in their absence. In point of fact, the rate 
of decay of (B2) is at precisely the rate 2k21) 
obtaining when E = O. We refer the interested 
reader to Appendix A where we discuss this and 
other points which appear somewhat anomalous 
at first sight. 

For the present, so as not to break the train of the 
argument, we content ourselves by noting that the 
corrections to the free decay mode, valid in 
TEk « 1, indicate that the mean magnetic field 
decays at a faster rate in the presence of velOCity 
turbulence than in its absence. 
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IV. RANDOM VELOCITY A FUNCTION OF x 

Spatially Fourier transform Eq. (4) in y and z with 

A(x, t) ,..., A(k,x) exp(ik.L· x.L + at), 

where 

to obtain 

d
2
A ( dA) OA - T}L -2 --y = E6v ik A - L -1 -y 

Y dX2 x Y x dX 

d2A. ((lA. (lA~ where 
(a+ 71k2)A'-71--' = 6V.(x) _J __ ', (29) 

.L' dx2 J (lK,. (lK
J
. 2 

o = a + 71k.L' 
where 

1861 

(32) 

a - (d 'k 'k \ (lK
i 

= dx,l y,l .II)' 

Let X = x / L, where L is the correlation length 
associated with 6V, and normalize OV to EOV so 
that (6V2) = E2. Then, writing out the components 
of Eq. (29), we have 

d
2
A (dA ) 

Note that Eqs. (30)- (32) are second order in X, and 
so each requires two boundary conditions for a de­
terministic solution. This is to be compared with 
the situation in Sec. m, where the vector equation 
(7) was first order and so required only three boun­
dary conditions for a determined solution. We 
might expect that the extra degree of freedom here 
will complicate the probability equation governing 
the evolution of A(x), and this is in fact the case. 12 

OA -71L-2 __ x = EOV L-1 -Y -ik A 
x dX2 Y dX y x Set 

+ EOV~ ~ -1 ~z - ik z Ax), (30) 

when Eqs. (30)-(32) become 

dAx 
a=-, 

dX 

dAy 
{3=- , 

dX 

cJ.Ji. = OL2T}-lA - EL271- 1liv (ik A - QL -1) - EL271- 1liv (ik A - ik A ) dX y " Y" ,., z Y"z z Y' 

~ = nL2T}-lA - EL2T}- 16v (ik A - yL-1) - EL271- 10V (ik A - ik A ) dX Z x .II" Y z Y y·z • 

(33) 

(34) 

(35) 

(36) 

Proceeding as in Sec. m we see that the probability P(X, liv, A, dA/dX) of finding the values ov, A, and 
dA/dX at position X satisfies the stationary probability equation 

ap a a2p a a a 
ax :::::: ~ (oviP) + -- - "A (aP) - (lA ({3P) - aA (yP) 

uuv, (lovr u x • .., z 

- (laa {p [nL271-1Ax - EL271-1 {fJL -1 - ikyAx)ovy - EL2T}-1 (yL -1 - ik
2
A,,)ovz ]) 

- (l~ {p [nL2 71-1A, - EL271 - 10V" (ikyA" - (3L-1) - EL2T}-llivz (ik,Az - ikzA,)]} 

-a: {p [nL271-1Az - EL271-10v" (ikzA" - yL -1)' - EL271-1liVy (ikzAy - ikyA .II)]), (37) 

with the boundary conditions at X :::::: 0, 

P(X = 0) = (21T)-3/2 exp(- ~ov2) 0 [A - A(k, 0)] o[(~~ - ~~ 1.~=o)J. (38) 

Define 

(39) 

(40) 
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so that 

then from Eq. (37) we obtain the six linear coupled homogeneous equations: 

aRa a a2Ra 
ax =ar-(ovtRa)+--+Qa, ~=x,y,z, 

vi aOVt
2 (41) 

aQ" a a2Q" ax = ar- (OviQ,,) + --2 + flL2 TJ-1R" - €L2TJ-1 [OVy (L-1Qy- ikyR) + OVz (L-1Qz- ikzR,,)], (42) 
vi alivi 

As in Sec. III we make use of the complete normal-mode set t/ln to write 
0() 

Ra= e
iKX 6 R;:~ t/ln(ov)t/lm(ovy)t/lI(ovz ), (45a) 

n .m.l= 0 

0() 

Qa = eiK" 6 Q~~I t/ln(ov,,)t/lm(ovy)t/ll(ovz ). (45b) 
n, m,I=O 

Inserting Eqs. (45) into Eqs, (41)-(44) and equating coefficients of t/I nt/l"wl gives 

R;:)I (iK + n + m + 1) = Q~~z, ~= x,y,z, (46) 

Q u) (iK + n + m + l) = OL2'11-1R u) - €L 22-1/ 2TJ-1{L-1[Q(y) _ ] + 2(m +1)Q(Y) ]_ ik [R(x) 
nm I 'j nml n.m 1,1 n.m+l.1 y n.m-l.r 

+ 2(m + 1) R:'~+l.l] + L-1[Q~~~, 1-1 + 2(l + 1) Q~~~ ,I +1] - ikAR:'~ ,1-1 + 2(l + I)R ~~ ,1+1]}' (47) 

Q (y) (iK + n + m + 1) = fl L 2n-1R (y) - € L22-1/2n-1{ik [R (x) + 2(n + I)R (x) ]- L-1 nml .'j nml 'j y n-1,m,1 n+l,m.1 

x [Q(Y) + 2(n + I)Q(Y) ] + ik [R(z) + 2(l + I)R(z) ]- ik [R(Y) + 2(1 + I)R(Y) ]} 
nTl.m,1 n+l,m,1 y n.m,l-l n.m.l-l Z n.m.l+! n.m,l+l (48) 

Q(Z) (iK + n + m + 1) = flL2 TJ -1R(z) - tL 22-1/ 2TJ-1{ik [R(x) + 2(n + I)R(x) ]_ L-1[Q(Z) 
nml nml z n-l.m.1 lI+l.m.1 n-l.m,1 

+ 2(n + I)Q~l,m.l] + ikz[R~.~_l'l + 2(m + I)R;:~+l.,]- iky[R:~._l" + 2(m + I)R~~~+l.I]}' (49) 

Note that Eqs. (46)- (49) are linear and homogeneous 
and so possess. a solution if, and only if, a disper­
sion relation is satisfied. Once again our task is 
to obtain the dispersion relation. Again note that 
the determinant formed from the coefficients is 
infinite and divergent; but for € L2(k~ + K2 L -2 )112 
« TJ the determinant is asyn,ptotically convergent. 
So we solve by iteration around the upper left­
hand corner of the determinant. To order n + 
m + 1 = 1 we have 

,(a) (a) 
tKRooo = Qooo' ~ = x,y,z, 

( 
") (a) Q (a) 1 + ZK R 100 = 100' (lI = x,y,z, 
") (a) (a) 

(1 + ZK R 010 = Q010' ~=X,y,z, 

(50) 

(51) 

(52) 

( 
. (a) (a) 

1 + ZK)R 001 = Q001' ~=X,y,z, (53) 

iKQ(x) - flL21/-1R(x) - €L221/21/-1 
000 - 000 

(L-1Q(Y) 'k R(x) + L-1Q(Z) 'k R(x) ) 
X 010 - Z yOlO 001 - l Z 001, 

(54) 

iKQ(Y) - flL'21/-1R(y) - €L221/21/-1 
000 - 000 

[ Ok «X) R(z» L-1Q(Y) "k R(Y) ] 
X Z Y R 100 + 001 - 100 - Z z 001' 

(55) 

iKQ(Z) - OL21/-1R(Z) _ €L221/21/-1 
000 - 000 

[ "k (R(x) R(Y) -1 (z) ""k R(Z) ] 
X Z Z 100 + 010) - L Q100- Z yOlO , 

(56) 
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(1 0 )Q(x) nL2 -lR(x) + lK 100 ==.. .,., 100' (57) DoR~z60 == - 2A2Di1[L-1(1 + iK) (ikzR~~o 

(1 + iK)Q~io == nL2.,.,-lR~~0 - EL 22-1 / 27J-1 

X (L-1Q~~0 - ikyR~~o), 

(1 + iK)Q~~l = nL 2.,.,-lR~~1 - EL22-1/ 2.,.,-1 

X (L-1Q~~0 - ikzR~~o), 

(1 + iK)Q~~o = nL 2.,.,-lR~~0 - EL2Z-1/2.,.,-1 

( Ok R(x) L-1 Q(Y) ) x 1 Y 000 - 000 , 

(1 + ' )Q(Y) nL2 -lR(Y) 
lK 010 ==...,., 010' 

(1 + iK)Q~~l == nL2.,.,-lR~~1 - €L22-1/ 21]-1 

( 'k R(z) 'k R(Y) ) x 1 Y 000 - 1 Z 000' 

(1 + iK)Q(z) - nL2.,.,-lR(z) - €L22-1/ 2.,.,-1 
100 - 100 

( Ok R(x) L-1 Q(z) ) 
X 1 Z 000 - 000 , 

(1 + iK)Q~io == nL2.,.,-lR~~0 - €L22-1 / 27J-1 

( Ok R(Y) ok R(z) ) 
X 1 Z 000 - 1 Y 000' 

(1 0 )Q(z) nL2 -lR(z) + lK 001 ==.. .,., 001' 

(58) 

(59) 

(60) 

(61) 

(62) 

(63) 

(64) 

(65) 

By inspection of Eqs. (50)-(65) we see that they 
consist of two decoupled sets of equations. The 
first set, obtained from equations (51), (53), (57), 
(61), and (65) has a solution if, and only if, 

° L-1R(z) ) + ° k (0 k R(Y) ° k R(z) )] 
- lK 000 1 Y 1 z 000 - 1 Y 000 ' (70) 

where 

Do == - nL2.,.,-1 - K2. 

The determinant formed from the coefficients of 
R~~o in Eqs. (68)-(70) is the dispersion relation to 
order n + m + 1 = 1, valid for l1(kr + K2L-2)1/2 
« 1. 

For small values of l1(kl + K2 L -2)1/2, the off­
diagonal terms can be neglected in the deter­
minant, and then we have three decoupled modes: 

(a) 

(b) 

(c) 

for R (x) 
000' 

Do + 2A2Di1(k~ + K2 L -2 - iKL -2) == 0, 

for R~~o' 

(71) 

(72) 

(73) 

So what was a triply degenerate mode (D5 == 0) in 
the absence of turbulent velocity fluctuations has 
the degeneracy lifted in the presence of velocity 
turbulence. Note further that it suffices to con­
sider only the modes associated with RfiJo and 
RflJo since the mode for R6~0 is identical to that 

for RflJo with the replacement ky ~ k z' k Z ~ kyo 

which gives 

(66) A. The "Parallel" Mode (RbX6o) 

From Eq. (71) we have 

(67) aL2.,.,-1 + (krL2 + K2) == 21/2€2L4kr.,.,-2 

This represents an additional mode which reduces 
to the original mode a == - .,.,kr in the limit L~ 00. 

For finite L, k.lL« 1, and K < 1, it represents a 
growing, progressive wave. Later we shall com­
pare it with the original mode (] == - .,.,kr as modi­
fied by the presence of the turbulent velocity field. 
Consider then the other modes. Assume that Eq. 
(67) is not satisfied. Then 

W RW W W W W_ 
R 100 == 010 == R001 == Q100 == Q010 == Q001 = 0, 

and Eqs. (50)-(65) reduce to 

D R (x) - 2 'A2D-1[k (' L-1R(Y) Ok R(x) ) o 000 - - Xu 1 Y lK 000 - 1 Y 000 

+ kz(iKL-1R~z~0 - ikzR~~o)], (68) 

DoR~~o = - 2112 Dl1 [L -1 (1 + iK) (i kyR~~O 

° L-1R (y) ) + Ok (Ok R (z) 'k R (y) )] 
- ZK 000 Z z 1 Y 000 - 1 z 000 , (69) 

X [(1 + iK)2 - aL2.,.,-1 - k~ L2]-1, (74) 

and, with €L21]-1(kr + K2L -2)1/2 « 1, Eq. (74) is 

aL21]-1 "" - (K2 + krL2) + 21/2€2L4kr1J-2 

x (1 + 2iK)-1. 

With K/L == ku and k2 == kr. + k~, we have 

a == - .,.,[k2 - 21/2€2L2kr.,.,-2(1 + 2ikll L)-l], 

which is valid when EL2k« .,.,. 

Consider Eq. (76) under the long-wavelength 
approximation kL« 1: 

a"" - .,.,(k2 - 21/2E2L2kr.,.,-2). 

With k.l == k sine, Eq. (77) is 

a!!: - .,.,k2(1- 21/2E2L2.,.,-2 sin2 e). 

(75) 

(76) 

(77) 

(78) 
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Now note that if €L21/4 > 1/ (which from 
€L2k« 1/ implies kL« 1), then modes with 
I sine I > 1//(21/4 €L) are growing and hence re­
present regenerative dynamo action. For 
€L21/4 < 1/, all parallel long-wavelength modes 
are degenerative. In mathematical respects Eq. 
(78) has a structure very similar to the Cerenkov 
radiation condition, where for v> cln, radiation 
occurs for cose> c/nv, but for v < cln, no radia­
tion occurs. 

B. The "Perpendicular" Modes (R~Jo,R~zJo) 
As remarked ·earlier it is sufficient to consider 
only one of the perpendicular modes. In particular, 
take Eq. (72). This gives (with €L2k « 1/) 

(79) 

Here there are two long-wavelength situations to 
investigate (kll = 0, kll ~ 0): 

1. kll = 0 

For k J.L« 1, Eq. (79) reduces to 

(J = -1/k~[I- 2 1/2 €2L21/-2(I- k~/k~)J, (80) 

which with k y = k J. cos(,o and kz = k J. sin(,O gives 
regenerative modes when 

€L2 1/4 > .,." (8Ia) 
and 

Altogether, then, the long-wavelength (kL« 1) 
perpendicular modes give regenerative dynamo 
action whenever €L2k« 1] and 1] < €L 21 / 4 , and 
then there is a regenerative mode when either 
I sine sin(,O lor I Sine cos(,o I is less than 
[1 - 1]22-1/2 (€L)-2J1/2. 

The long-wavelength parallel mode gives re­
generative dynamo action when I sine I > 
1]/(2 1/4€L). 

Consider now the "new" mode given by Eq. (67), 
which does not exist in the absence of a turbulent 
velocity field. When kL« 1, it satisfies 

(84) 

which is a progressive wave whose growth time is 
much faster than the unstable parallel and per­
pendicular modes if €Lk2 « 1]. If we set €Lk2 = 1], 

which violates the conditions under which the 
growth rates were calculated, but which will serve 
to illustrate the point, the maximum growth rate 
of the parallel and perpendicular modes is O(1]L -Z). 
This indicates that for high-intensity turbulence 
(€Lk 2 ~ 1]) the asymptotic solution to the finite­
difference equations is probably becoming un­
reliable. However, it also illustrates that the 
growth of the new mode is faster than the growth 
of the modified original modes under weak velocity 
turbulence (€LkZ ~ 1/). 

But the new mode associated with QrJo' etc., does 
not contribute to either the ensemble average 
magnetic field or to the ensemble average vector 
potential, as can readily be seen by integrating 
Eq. (45) over velocity d36v. Accordingly, we can 
ignore it for the remainder of this paper. 

2. kll ~ 0 

For kL« 1, Eq. (79) reduces to 

(8Ib) Altogether, then, it is the parallel and perpendicular 
modes which control the response of the mean 
magnetic field to the spatial velocity turbulence, 
and these admit of regenerative dynamo action 
under "weak" velocity turbulence. 

(J = - 1]k2[1 - 21/Z€2L21]-2(1 - cos2 (,O sin2 e 

- ik ll /k
2 L)J. (82) 

In this case (J has both real and imaginary parts 
given by 

(83a) 

Re«(J) = - 1/k2[1 - 21/2€2 L2.,.,-2 (1 - cos2 (,O sinZe) J, 
(83b) 

corresponding to a progressive dynamo wave which 
propagates and grows if both I coscp sine I < 
[1- Tj Z2-1IZ (EL)-z]1/z and inequality (8Ia) are 
satisfied, and which otherwise decays. The phase 
speed of the wave is £2 L21/2 11] in the positive 
x direction. 

The perpendicular mode (73) has the same pro­
perties as the perpendicular mode given by (72) 
provided that cos(,o (sin(,O) replaces sin(,O (cos(,O) 
throughout. 

V. DISCUSSION 

In this paper we have set up exact statistical 
equations describing the evolution of a magnetic 
field under both resistive decay and turbulent 
velocity fluctuations in an infinite medium. It was 
shown that if the turbulent velocity was a function 
only of one spatial coordinate or of time alone, the 
equations could be solved statistically exactly. 
For weak turbulence. we obtained the dispersion 
relations relating the growth of the ensemble 
average magnetic field to both the re{listivity and 
the effective intensity of the velocity turbulence. 

When the velocity turbulence is a function only of 
time, but isotropic ally distributed (at t = 0), we 
showed (Sec. ill) that the mean magnetic field 
always decays faster than under resistivity alone. 
We pointed out (and prove in Appendix A) that this 
is not the same as stating that the mean magnetic 
energy is decaying faster than under free resis­
tive decay. In fact, the mean magnetic energy 
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decays at just the free resistive decay rate (but 
see Appendix A). 

When the velocity turbulence is a function only of 
x, we showed (Sec. IV) that the degeneracy in the 
dispersion of the modes describing the ensemble 
average magnetic is lifted under "weak" velocity 
turbulence. Further, in the limit of long wave­
lengths, we showed that there exist regenerative 
dynamo modes when the resistivity is sufficiently 
small (see also Appendix B). 

We have done the present calculations for two 
reasons. First, because there are no exact 
statistical solutions available in the literature. 
So our computations, while specialized to specific 
dependences of the turbulent velocity field on 
coordinates and time, relieve this situation. They 
further indicate a general method which is, 
perhaps, capable of being used under wider classes 
of velocity turbulence than considered here. 
Second, the dispersion relations describing the 
normal modes of the ensemble average magnetic 
field indicate some unexpected properties which 
are not brought to light by considerations based on 
approximate treatments of the statistical kine­
matic dynamo equations. In particular, we believe 
that the anomalously rapid decay of the mean 
magnetic field under time-dependent velocity tur­
bulence, and the Cerenkov-like structure of the 
normal modes of the mean magnetic field under 
space-dependent velocity turbulence, are pheno­
mena deserving of a more detailed investigation 
than has been given in this first crude analysis of 
the exact statistical properties of the dynamo 
equations (1) and (2). 

We would be extremely interested in seeing com­
putations which make use of the statistical pro­
perties of the turbulence under physically more 
realistic approximations than we have done in this 
first demonstration of exact statistical solutions 
to the kinematic dynamo equations. 
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APPENDIX A 

Consider Eq. (1) when liV is a random function of 
time. Take the curl of Eq. (1), giving 

W + (l>V(t) oV)B = 1]V2B. (At) 

Take the spatial Fourier transform of Eq. (AI) 

with 

B(x. t) ~ B(k, t)ei&.~ 

to obtain 

aB(k, t) + tK-liV(t)B(k, t) = - l1k2B(k, t). (A2) at 

To demonstrate that the energy stored in each 
mode B(k, t) declines at the free decay rate, 
multiply Eq. (A2) by B(k, t)*, complex conjugate the 
resulting equation, and then add to obtain 

(A3) 

where IB 12 = B(k, t)· B(k, t)*. 

From Eq. (A3) we see that the energy 0:\B\2 
stored in any mode declines as time progresses 
at a rate 211k2. And this is true irrespective of 
the value of the random velocity liV(t). 

On the other hand, consider now the behavior of 
B(k, t). Equation (A2) has the solution 

B(k, t) = B(k,o) exp(-l1k2t) exp~fkoOV(tl)dt), 
(A4) 

so that the phase of any mode of B(k, t) is random 
when oV is random. If the probability of finding a 
particular velocity oV is Gaussian at t = 0 and 
thereafter satisfies a homogeneous probability 
equation of the Uhlenbeck and Ornsteinll type, the 
mean value of 

exp~fko 0 V(t l
)dt1 

weighted with respect to the probability of finding 
oV is well known (see, e.g., Ref. 13) to be ex: exp 
(- k2E2Tt) so that 

(B(k,t»ex: exp[-k2t(11 + E2T)]. (A5. 

This behavior of the average magnetic field is 
precisely the same as ~he behavior of the randomly 
modulated simple harmonic oscillator. The 
increase in the damping rate over that obtaining 
in the absence of turbulent velocity fluctuations is 
due to phase incoherence. 

It is also obvious by inspection of Eq. (A4) that 

B(k, t) oB(k, t)* = B(k, 0 )oB(k, 0)* exp(- 211k2t), 

which is independent of oV(t), so that once again 
we obtain the rate of decay of magnetic field 
energy progreSSing at the free decay rate. 

This illustrates that the energy stored in the mag­
netic field is declining more slowly than the square 
of the mean field, indicating that, after a time 
O[k-2 (11 + f2T)- 11. the magnetic field is essentially 
all disordered. This type of phase interference 
damping occurs in nearly all random propagation 
problems and is to be ascribed to a phase inter­
ference similar to the Landau damping occurring 
in plasma physics problems (see, e.g., Ref. 14). 
An alternative way of picturing the damping is 
considering a set of waves which start in step. 
Then, as each wave moves under its velocity field, 
fiducial marks on each wave get out of step. 
After a time O[k-2 (11 + E2 T)-ll. the fidUCial marks 
are essentially nearly uniformly spread over a 
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wavelength so that the average field (proportional 
to the number of fiducial marks in step with each 
other) has declined. It is in this sense that the 
ensemble average field is said to damp. 

APPENDIXB 

The possibility exists that the exact statistical 
generation of dynamo action discussed in the text 
is due to sources and sinks of V'6v (but see Ref. 
12). We demonstrate here that one obtains 
essentially the same regenerative dynamo action 
when the turbulent velocity field is incompressible. 
Let 6V = (0, 6vy(x), 6vz (x», satisfying V'6V = O. 
Then, following the procedure outlined in the text, 
we obtain the equation for P, the probability of 
finding 6vy , 6vz ' A, and dA/dX at position X, as 

oP 0 o2p 0 02p 
- =-(6tyP) +- +-(ov~) +_. -
oX oov, oov; oovz oov: 

__ 0_ (LaP) _ _ 0_ (L{3P) _ _ 0_ (LyP) 
oAx oAy oA z 

- 0: [p( ff(CT + 1]kf)Ax - ;E «(30Vy + yovz ) 

+ i ;EAx(kyOVy + kzovz ) )] 

- o~ [P(ff(CT + 71k f}Ay - i
E
7]
L

ovz (kyAz -kzA)~ 

- ~ [p (!:.(CT + nk2)A + i ELou (k A - k A) J. oy 7] ".L z 71 y y z z"." ~ 

(Bl) 
Define 

R(~ = J A/lPd3Adad(3dy, 

Q(/l) = J(a, (3, y)pd3Adad(3dy, 
(B2) 

and, as in the text, write 

(iK + n + m)Q ~~ = (L/7])(a + 7]kf)R~fJ 

- (iEL/21/21]) 

x [ky (R~~~_l + 2(m + I)R~~~+l) 

- kz (R~~~-l + 2(m + I)R~~~+l)]' 

(iK + n + m)Q~:J = (L/1])(a + 7]kf)R~:J 

+ (iEL/21/21]) 

x [ky(R~Lm + 2(n + I)R~~.tm) 

- kz(R~~.tm + 2(n + I)R~11,m)]' 

(B7) 

(B8) 

As usual, the determinant of the coefficients gives 
the dispersion relation. It is infinite and divergent, 
but it is asymptotically convergent for small 
values of 

Start at the upper left-hand corner of the deter­
minant with the set of coefficients obeying 
n + m = 0, then add in the set with n + m = 1, etc. 
To order n + m = 1, we obtain two decoupled sets 
of equations' the first set from Q(z) R(z) Q(y) 

, 01' 01' 10 ' 
and R~Y6 have a solution if the dispersion relation 

(B9) 

is satisfied. This representa a "new" mode not 
encountered when L -1 ~ 0 But Q(z) R (Z) R (y) 

. 01' 01' 10 
and Q10(y) do not contribute to either the mean 
field (A) or to (dA/dX), as can be seen by integrat­
ing Eqs. (B3) and (B4) with respect to d6vyd6vz • 

Consequently, we can neglect the new mode for the 
purposes of discussing the normal modes of the 
ensemble average magnetic field. 

Mter some algebra the remaining set of equations 
(B3) reduces to (to order n + m = 1) 

Then, following the same procedure as outlined in 
the text, we obtain 

(iK + n + m)R~<;'> = LQnY:?, a = x, y, Z, (B5) 

(iK + n + m)Q~~J = (L/'1)(CT + 7]kf)R~;J - (LE/21/21]) 

x [Q~tm + 2(n + I)Q~~tm] 

- (LE/2 1/271)[ Q~~~-1 + 2(m + I)Q~~~+l] 

+ (iLE/21/27]){ky[R~Lm + 2(n + l)R~Lm] 

(B6) 

R~xd[(iK + 1)2L-1- L7]-l(CT + 7]kf)] 

- (L /21/2 )(Ok R(x) - 0 L-1R(y» - E 1] t y 00 tK 00 , 

R~1[iK + 1)2L-1- L7]-l(a + 7Jkf)] 

= (LE/21/27])(ikzR::~ - iKL -lR~~), 

R~Y1[iK + 1)2L-1- L7J-1(CT + 17kf)] 

= - (iEL/21/217)(kyR~~ - kzR~d), 

R~~[(iK + 1)2L-1 - L17-1(a + 17kf)] 

= (iEL/21/217)(kyR~~ - kzR~~), 

R~Xci[- K2 L -1 - L17-1(a + 17kf)] 

= (iEL21/2/17)(kyRi
X
ci + kzR~i), 

(BI0) 

(Bll) 

(B12) 

(BI3) 

(B14) 
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R~d [- K2 L -1 - L1]-1(a + 1]k~)] 

= ie(L21/2/TJ)kzR~;, 
R6~[- K2L-1- L1]-1(a + TJk~)] 

= (i€L2 1/2 /TJ)k yR ~~. 
From Eqs. (BI2) and (BI3) we have 

(BI5) 

(BI6) 

R (y) + R(z) - 0 (BI7) 
01 10 - , 

which, when used in Eqs (BI5) and (BI6), gives 

k R(Y) + k R(z) - 0 (B18) 
y 00 z 00 - • 

This leads to the dispersion of R~~ being cg,)D­
pletely decoupled from the dispersion in Roo and 
R~~. In the present, incompressible, case the dis­
persion relations for RaxJ and for the coupled 

. R (y) R (z) th • palr 00' 00 are e same. 

K2L-2 + L(a + TJk'f)lTJ = €2L2k~17-1 
x [(iK + 1)2L-l - L.,,-I(a + 17k1]-I. 

P. H. Roberts, "Dynamo Theory," 1968 (unpublished). 
E. N. Parker, Astrophys.J.122, 293 (1955). 

3 s. 1. Braginskii, Zh. Eksp. Teor. Fiz. 20,726 (1964) [Sov. 
Phys.JETP 47,1084 (1964)]. 

4 1. Lerche, Astrophys.J. 166, 627 (1971). 

(BI9) 

5 M. Steenbeck, F. Krause, and K. H. Radler, Z. Naturforsch. 
21,369 (1966). 

6 K.H.Moffatt,J.Fluid Mech.41,435 (1970). 
7 1. Lerche,Astrophys.J. 166, 639 (1971). 
8 E.N.Parker,Astrophys.J.162,665 (1970). 
9 M. Steenbeck and F. Krause, Z. Naturforsch. 21,1285 (1966). 
101. Lerche and E. N. Parker, Astrophys. J. September (1971). 
11 G. E. Uhlenbeck and L. S. Ornstein, Phys. Rev. 36, 823 (1936). 
12 It was pointed out by R. Jayanthan [Monthly Notices Roy. 

Astron. Soc.U8, 477 (1968) J that axisymmetric fluid motions 

With kl = KL-l and.k2 = k1 + krr, we obtain, in 
kL « t the approximate form of Eq. (BI9) as 

(B20) 

Note that Eq. (B20) has the same basic structure 
as Eq. (83b). 

For €L > 1], Eq. (B20) gives long-wavelength re­
generative dynamo action when 

k > k (€2L2.,-2 - 1)-1/2 
.J. II" , (B21) 

while for €L < 1J all long-wavelength modes are 
degenerati ve. 

This illustrates, by direct computation, that the 
exact statistical regenerative dynamo action com­
puted in the text is not due to sources and sinks 
of V ·6V, for we obtain here essentially the same 
results using incompressible velocity turbulence 
as we obtained in the text using compressible 
velocity turbulence. 

can give dynamo action on their own. But T. G. Cowling [Monthly 
Notices Roy. Astron. Soc. 140, 547 (1968) 1 noted that such 
dynamo action depends on V' ov ;< 0 for '.ts existence. It 
might be argued a priori that the same is true in the present 
case where V'OV .. O. In Appendix B we demonstrate that, 
under V'W = 0, the basic equations give dynamo action 
essentially as described in this section. So the dynamo 
action discussed here is not dependent on the nonzero nature 
of V 'OV for its existence. It is a property of the dynamo 
equations existing in essentially the same basic form under 
both V'W .. 0 and V'W = O. 

13 U. Frisch, in Probabalistic Methods in Applied Mathematics, 
edited by A. T. Barucha-Reid (Academic, New York, 1968),. 
Vol.1,p.92. 

14 J.D.Jackson,J. Nucl. Energy e1, 178, (1960). 
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Sufficient conditions for exponential instability are obtained for a class of infinite-dimensional gyro­
scopic Lagrangian systems. Applications are made to the problems of the stability of a rotating thin 
annular elastic disk and the stability of the steady flow of a one-dimensional warm electron plasma. 

I. INTRODUCTION 

In an earlier paper! we gave sufficient conditions 
(Theorems In and IV of Ref. 1) for exponential 
instability of the gyroscopic Lagrangian system 

p~ + A~ + H~ (t) = 0 (1) 

for the finite-dimensional problem, i.e., for the 
case where H, iA, and P (> 0) were linear Hermi­
tian operator6 in a finite-dimensional Hilbert 
space En' In this article we extend these results 
to a certain class of infinite-dimensional systems, 

namely, the case where P (> 0) and iA are Her­
mitian operators in a separable Hilbert space E, 
with B possessing a compact Hermitian inverse 
B-1 in E. The results we obtain are directly appli­
cable to a large number of problems concerning 
the stability of rotating elastic bodies; as an exam­
ple we consider the stability of a thin, rotating 
annular disk. We also briefly consider a simple 
but useful special case of Eq. (1) where P is a 
positive real-valued function of x for a:s x :s b,A 
is a real, formally anti symmetric first-order 
differential operator defined on a dense subspace 
of E = L 2 [a, b], H is a real second-order formally 
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This illustrates, by direct computation, that the 
exact statistical regenerative dynamo action com­
puted in the text is not due to sources and sinks 
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results using incompressible velocity turbulence 
as we obtained in the text using compressible 
velocity turbulence. 
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I. INTRODUCTION 

In an earlier paper! we gave sufficient conditions 
(Theorems In and IV of Ref. 1) for exponential 
instability of the gyroscopic Lagrangian system 

p~ + A~ + H~ (t) = 0 (1) 

for the finite-dimensional problem, i.e., for the 
case where H, iA, and P (> 0) were linear Hermi­
tian operator6 in a finite-dimensional Hilbert 
space En' In this article we extend these results 
to a certain class of infinite-dimensional systems, 

namely, the case where P (> 0) and iA are Her­
mitian operators in a separable Hilbert space E, 
with B possessing a compact Hermitian inverse 
B-1 in E. The results we obtain are directly appli­
cable to a large number of problems concerning 
the stability of rotating elastic bodies; as an exam­
ple we consider the stability of a thin, rotating 
annular disk. We also briefly consider a simple 
but useful special case of Eq. (1) where P is a 
positive real-valued function of x for a:s x :s b,A 
is a real, formally anti symmetric first-order 
differential operator defined on a dense subspace 
of E = L 2 [a, b], H is a real second-order formally 
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symmetric differential operator defined on a 
dense subspace of E, and; = ; (x, t) vanishes at 
the endpoints of [a,b]. The results obtained are 
used to discuss the stability of steady flow of a 
warm, one-dimensional, electron plasma. 

n. SUFFICIENT CONDITIONS FOR INSTABIlJTY 

The extension of previous finite-dimensional re­
sults (Theorems ill and IV of Ref. 1) to the infinite­
dimensional case is accomplished in the theorems 
of this section. The infinite-dimensional problems 
are effectively made finite-dimensional by means 
of the fact that a completely continuous (i.e., com­
pact) operator can be uniformly approximated by 
a finite-dimensional operator. 

Theorem 1: Assume the following hypothesis: 
(a) Let Z be a compact subset of the complex 

plane. 
(b) For each W E Z, let Cw be a linear, completely 

continuous operator on and into the separable 
Hilbert space E, with continuous w dependence 
(in the operator norm topology) on Z. 

(c) Let {<Pn}:l be a complete orthonormal system 
in E, and let P n be the projector onto the sub­
space En spanned by <Pl' <P2' ••. , <Pn' 

(d) Suppose that given any N > 0, there exists an 
integer n>N, an a(n) E Z, and an 1)(n) E En' 
1/ ;.! 0, such that 1/ = P nCa1/. 

Conclusion: For some n E Z and a nonzero 
~ E E, we have ~ = C,,~. 

Proof: We first show that 

inf 
wEZ, tEE 

11(I-c);11 
11;11 :::; O. 

Let E > O. The compactness of Z, the continuity 

(2) 

of C on Z and the fact that C is completely con-w' w 
tinuous for each w E Z imply the existence of a 
real number N €' with the following :property: For 
all integers m 2: N and all w E z, lip mC wP m - C)I 
< Eo By Theorem i(d) there exist n > N €' a E Z, 
and 1/ E En' with 111/11 = 1 satisfying the equation 
(1 - PnC a) 1/ = O. Now 

\I(I-Cw)~11 11(1 -c,.)1)11 II II 
. f --~:::..---< <: 1)-P C 1) 
w~ tEE 11;11 - liT/II - n a 

which proves Eq.(2). LetF«L;)= infE[II(I-CJOI 
1I~1I1 for w EZ. Since C w is con.tinuous ~n w on Z, 
F(w) is a real-valued, nonnegative, contmuous func­
tion of w on Z and therefore assumes its minimum 
for some n E Z. By Eq. (2), this minimum is zero, 
i.e., inf [\1(1 - Co) ~112/W121 = O. Now 11(1 - Co)i;1I2 

E t t = (~,;) - (;,Ho~), where Ho = Co + Co - CoCo 
and Chis the adjoint of Co. The operator H 0 is 

completely continuous and Hermitian, so that 

0-' f \1(1 - Co) i;1I2 _ inf (1- (;,Ho;») 
- ill E \I; 112 - E~ (;, ;) 

(i;,HoO 
=: 1 - SUPE (;,;) 

implies the existence of a ~ E E, \I ~ II = 1, such 
that H o~ = ~. Therefore 11(1 - C o)~ 112 == 
g, (1 - q;)(I - C,,)~) = (~, [1 - H"m = 0, so that 
~ = C ,,~, and the proof is complete. 

A few definitions will be convenient in the sequel. 
A linear operator L with domain D L and range R L 

in the separable Hilbert space E will be called "sim­
pIe" provided the following conditions 3re satisfied: 
(Ll) l5 L = E (- denotes closure); (L2) R L = E; 
(L3) (T/, L~) = (L1), ~) for allTl and ~ E D L; (L4) L 
has a completely continuous inverse L-l on and 
into E, such that L-1L1/ = 1/ for aU 1) E DL (which 
implies that LL-1~ = ~ for aU ~ E R L ). Proper-
ties (L2) and (L3) imply that L-1 is Hermitian, so 
that L-1 and L admit of a con.plete orthonormal 
set of eigenvectors {<pz}~ on Ii r1 == E, ~d. we have 
L<p/ = "><ICP/, L-1cpz = ("><z)-lcpZ' where {"><1}1 IS a set 
of real numbers, 1"><11 :S 1 "><21 :S .,. :s I A/I :s 
I A/+11 :s .. " and I All ~ 00 as l ~ 00. Finally, sup­
pose that L is simple and Z is a subset of the 
complex plane. A bounded linear operator Qw (on 
and into E for each w E Z) with continuous depen­
dence on w for w E Z and such that the range of 
Q (L -1 Q )m is a subset of R L for some positive 

w w "" Z integer m(w) will be called L smooth on . 

Theorem 2: Let Z be a compact subset of the 
complex plane, L be a simple operator in the separ­
able Hilbert space E,and Q w be L smooth on Z. Let 
En be the subspace spanned ~ the first n mem­
bers~f the complete set {<PI}l of orthonormal 
eigenvectors of L. Suppose that for any given 
positive number N > 0, there exists an integer 
n > N, an a(n) E Z, and a nonzero 1](n) E En such 
that 

(3) 

where P denotes the projector onto En' Then 
there exists an 11 E Z and a nonzero ~ ED L satisfy­
ing the equation 

(4) 

Proof: Let C =0 - L-1Q . Then Cw is com­
pletely continuo;s and is a ;ontinuous function of 
w on Z. The projector Pn commutes with L -1, so 
that multiplication of Eq. (3) on the left-hand side 
with L -1 yields (J - P"Ca)1] = O. By Theorem ~, 
there exists an n E Z and a nonzero ~ E E satIsfy­
ing the equation ~ = Co~. Therefore ~ = (CJl~ for 
all positive integers l. Since Qw is L smooth on Z, 
Qu~ = Q (Co)'~ = (-1)mQn(L-IQo)'~E Rv so 
that LL-~Qn~ = Qn~' Le., ~ = C o~ ED L and (Qn 
+ L)~ = O. 
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The next result is our infinite-dimensional gener- x i(r' PW -x (71, B a7j») I I 
alization (for Q

w 
= uf2p + wA) of Theorem IV of - :S a \" 1/,1/ + a (71,1/) :S Al . 

Ref. 1. 

Theorem 3: Suppose that L is a simple opera­
tor in the separable Hilbert space E, that L is 
bounded below on DL , and that L possesses an odd 
number of negative eigenvalues. Let Qw be L 
smooth on the real half-line [0,00) and be of the 
form Qw = wXp + Bw' where x is a positive real 
number,P is a positive operator on ano into E, 
infE[(~,P~)/(~,~)] > O,B o = O,and w-xIIB)1 ~ ° as 
w ~ 00. Suppose that (CPi' QwCPj) is real for all 
w E [0,00) ano all i,j = 1,2, " . , where {CPIK' is a 
complete orthonormal set of eigenvectors of L. 
Then there exists an U E (0,00) and a nonzero 
~ ED L such that (Q 0 + L)~ = O. 

Proof: Without loss of generality, we may as­
sume that the eigenvalues Ai of L are arrangeo in 
increasing oroer,i.e.,A1:S A2 :S A3 :S'" :S AN< ° < AN+1 :S AN+2 :S • ", where N is ood. Since 
w -xlIBwI\ ~ ° as w --t 00, there exists A > ° such that 
w-xI\B)1 < ~o for all w ?: A, where ° = infE[(~' p~)/ 
(~, 0). Let WI == max{A, [2IA11/oP/~} and Z 
== [0, WI]' We show that for each n ?: N, Eq. (3) 
holds for some a (n) E Z and a nonzero 71 (n) E En; 
the conclusion then follows immediately from 
Theorem 2 ano the fact that 0 is not an eigenvalue 
of L. Now Eq. (3) is satisfied for nontrivial 
71 E En if and only if Fn(w) == det(a jj ) = 0 for w = Q, 

where 

a jj == (CPi' Q wCPj) + (CPi' LC(Jj) 

= wX(cpj,PC(Jj) + (cpj,BwC(Jj) + AlOij' 

i,j = 1,2, ... ,n and 0lj is the Kronecker o. The 
function Fn(w) is real valued and continuous on 
[0,00), 

n 

Fn<O) = n Ai <0 ,=1 

for n ?: N, Fn(w) ~ 00 as w ~ 00, so that if n ?: N, 
Fn(w) has a root a E (0,00). For this a, Eq. (3) 
holds for a nonzero 71 E En' and we show that this 
implies that a E Z. Suppose (l ¢. Z, i.e., suppose 
a > WI' It follows from Eq. (3) that (71, Qa1/) 
+ (1/,. L1/) = 0, or 

aX «(I P1) + a -x (1/: B a1/») = - (?' LJ) :S I All. 
~,~ (~,~) ~,1J 

Since 

then 

Thus a x < 21 A 1 11o, which contradicts a > w 1 ?: 
(21 A1 1/6) l/x. Hence a E Z, and the proof is com­
plete. 

The following theo:.:em, while a finite-dimensional 
result, is a sharper version of Theorem ill of Ref. 
1, and serves as the basis for the infinite-dimen­
sional generalization given in Theorem 5. 

Theorem 4: Let H and iA be linear Hermitian 
operators on and into En' A == - infE [~,H~)/(~, ~)] > 

n 
0, Q == {~I ~ E En' (~,H~) < O}, and suppose that 

A ==inf(- IIH~1I2 _ 3(~,H~) _IIA~1I2» 0 
Q 4 (~,H~) 411~1I2 11~112 • 

Then there exist a E Z== {wIRew?: Al/2, IwI 2 :SA} 
and a nonzero 71 E En such that 

(a 2[ + 2aA + H)1/ = O. 

Proof: Since we are in En. there exists a com­
plex-valued function weE) and ~(E) E En with II ~ II == 1 
defined for all E E ro, 11 such that WeE) is contin­
uous on [0, 1]w(0) = - iAI/2, and (w 2 [ - 2w€iA-H)~ 
= 0 holds for all E E [0,1]. Define X(E) == [Imw(E)J2 
and y(E) == [Rew(E))2. Then x(E) is continuous on 
[0,1 ],x(O) = A > 0, so that X(E) is positive for all 
sufficiently small E. For all E such that X(E) > 0, 
Eqs.(5) and (11) of Ref. 1 give, respectively, 

0< x + y = - (~, H~) :S A, 

These equations imply 

x = -IIH~1I2/4(~,H~) - ~(~,RO - E211A~1I2 

?:-IIH~112/4(t,m)-~(t,HO- \\A~112?: A >0, 

and therefore the continuity of x(E) on [0',1] yields 
x(E) ?: A> 0 for all E E [0, 1]. Since W(E) is con­
tinuous on [0,1] and w(O) = - iA1/2, Imw(E) :S 

- A1/2 for all E E [0, 1]; in particular, Imw(1) :S 
- A1/2. The choice a = iw(1), 71 = ~(1) completes 
the proof. 

Theorem 5: Let L be a Simple operator in the 
separable Hilbert space E such that R L-1 C R L' 

.c == L - b[, b a real number, and A be a bounded 
linear anti-Hermitian operator on and into E such 
that R AC1 C R L' Suppose that Al == inf D [(~, .c~)1 
(t, m < 0 and L 

A:=inf(- \\.c~1I2 _·3(~,.c~)_IIA~112»0 
Q 4a, £U 411~1I2 1I~1I2 ' 

(5) 

where Q:= H 1 ~ED L, (~, .c~) < O}. Then there 
exists U E Z:= {w IRew ?: A1/2, 1 W 12 :S - AI} and a 
nonzero ~ E DL such that (Q2[ + 2nA + .c)~ = o. 
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Proof: The facts that A is bounded,RAL- C Ro 
and ReI C RL imply that Q '" w2J + 2wA - bI 

W Joo is L smooth on the compact set Z. Let {cp 1 de-
note a complete orthonormal set of eigenvectors 
of L (and .c), enumerated so that .cCPe = AkCPk and 
Al ~ A2 ~ A3 ~ ...• Now on 

En'" H I~ = L)iakCPk} C Dv 

PnQwPn + L = w2J + 2wPn APn + .c, 

inf [(~, .c~)/(~, m = Al < 0, 
En 

so that for Qn = {~I~ E En ,(;, .c;) < o} C Q, we have 

_. I 11.c~112 3(~, .c~) IIPnA;!!2\ 
~n = ~r 4(~, .c~) - 411~112 - 1I~112 )?:-~' 

and therefore Zn = {w I Rew ?:- ~~/2, I W 12 ~ - AI} 
C Z. Thus by Theorem 4, for each positive integer 
n there exists a(n) E Z and a nonzero 1/(n) EEn such 
that (a 2 [ + 2aPnAPn + .c)1] = 0, Le., (PnQcl'n + L)1] 
= O. The theorem is now an immediate conse­
quence of Theorem 2. 

A simple estimate for the quantity ~ can be easily 
obtained in terms of IIA II, A = the greatest negative 
eigenvalue of .c,and IJ. '" info (11.c~112/11~112). For 

L 
~E Q,x= 1I~112/_ (~,.c0 > 0, and 0 s{3 s 1, we have 

_ !I~ 112 _ 3 (~, .c~) 
(~,.cO Wl 2 

= - (1- (3) 1I.c~1I2 + {3 11£1;11
2 

x + 3x-1 
(;, .cO II ;112 

?; (1- (3) IA 1+ {3tJX + 3x- 1 

?; (1 - (3) I A I + 2 (31J.f3) 1/2 

?; r, 

where r = IAI + 31J.1AI-1 if 3j..l:S >..2, while r = 
2(31J.)1/2 if 31l > A2. Therefore t:.?; tr - IIA112. 

A simple but useful special case of Eq. (1), which 
is not of the type we have considered thus far, is 
given by 

• a1] q'_~ 
1/ == at' - dx' (6) 

where (x, t) E [a, b) x [0, co), and p, q, s, and U are 
real-valued functions of x defined on [a, b) with the 
following properties: p > 0 on [a, b !, p E C[ a, b ], 
q E e 1[ a, b], ! s! > ° on [a, b], SEe [a, b], ! q2 + 
4ps I > 0 on [a, b ], and U E C[ a, b]. We consider 
the class r of real-valued solutions T/(X, t) defined 
on [a, b) x [0, co) such that: (i) 7J{x, t), r,(x, t), (a7)/ax) 
(x, t), and (a 27)/atax) are continuous on [a, b] x 
[0, co); (ii) For each fixed t E [0, co), 7)(x, t) E Eo == 
{cp I cP E e2 [a, b], cp(a) = cp(b) = O} and n<x, t) E 

E1 == {cp I cP E e 1[ a, b ], cp(a) = cp(b) = o}; (iii) 7) satis­
fies Eq.(6) for all (x,t) E [a,b] x [0, co). It follows 
immediately that 7) E.r implies that 17 is continuous 
on [a, b) x [0, co) and that for each fixed t ?; 0,17 E 

1;2 == {cplcp E C[a,b], cp(a) = cp(b) = o}. 

Theorem 6: Let 

(a) Suppose ~ ?:- O. Then Eq. (6) admits of no 
exponential growing modes, i.e., there exist no 
solutions of Eq. (6) of the form 7) (x, t) = Re~(x) 
e wt with Rew > 0 and ~ E Eo. 
(b) Suppose S > 0 and ~ > O. Then given any 
1J (x, t) E r, there exists a constant B such that 
11J(x, t) I < B for all (x, t) E [a, b] x [0, co), 
(c) Suppose S > 0 and ~ = O. Then given any 
1J (x, t) E r, there exist constants A, B, and e such 
that 1J2(x, t) :s At2 + Bt + e for all (x, t) E [a, b) 
x lo, co). 
(d) Suppose ~ < O. If ~ is finite, then Eq, (6) 
admits of an exponential growing mode 1J(x, t) = 
~(x) ewt

, with ~ E Eo, w > 0, and w2 = - ~, If ~ = 
- co (this will occur if S < 0 and q2 + 4jJs < 0; 
in this case the problem is elliptic and is not 
well posed, then Eq. (6) admits of exponential­
growing modes with arbitrarily large growth 
rates. 

Proof: For each 1] E r, we have 

d Ib ... 
dt a [p(~)2 + S(1]')2 + 1J.7)2]dx ==0, 

so that 

Jab[p(~)2 + S(1]')2 + 1J.1]2]dx = M= const, t?; o. 
(7) 

If S > 0 and ~ ?; 0, then p t(r,)2dx s M, t ?; 0, 
~ a 

where P '" min[a,b]P(X). Now 

which implies 

b [~ (r b \ 1/212 
Ja 1J2dx:s t(M/p)1/2 + )a 7)2(x,0)dx) J '(8) 

Set S '" min[lI, bj s(x), U'" min[a,bju(x). Then since 

7)2 = 1 t 1)'(Y, t)dy 12 s f (1]')2dy fax dy 

s (x - a) fa
b
(1]')2dx, 

Eq. (7) yields 

57)2 ~ (x - a) (M - Ii Jab 1]2dX) , (9) 
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For the case s > 0 and II > 0, Eq. (7) implies 

r b 2 
llr Ja T/ dx ::s M, 

where 

_ , q2 + 4ps > 0 r = min . 
[a ,b) S 

(10) 

Statements (b) and (c) are immediate consequen­
ces of Eqs. (8)-(10). Now suppose there exist solu­
tions of Eq. (6) of the form 1/(x, t) = Re~(x) e

wt
, 

with w a complex constant. Let ~(x) == Is 11/2 Hx) 
exp[-iw J:(q/s)dy]. Then T/(x, t) E r if and only 
if ~ E 1:0 and ~ satisfies the Sturm-Liouville equa­
tion 

w 2 {q2 + 4Ps\~ +(_ d
2 + 2SS"- (s')2 + 4US)~j=0, 

\ 4s2) dx2 4s 2 . 

For ~ E L: o' we have 

t~ (- (" + {(2SSI1 - (s')2 + 4us]!4s2}Odx 

.fab
[(q2 + 4ps)/4s2 ] 1 ~ 12dx 

_ Ja~[sl<p'12 + ul<p12]dx 

- Ja
b
(q2 + 4ps)/4s] 1<p1 2dx ' 

(11) 

(12) 

where <p == 1 S 1-1/2~. Statements (a) and (d) follow 
at once from well-known results for the Sturm­
Liouville equation (11). 

III. THE STABILITY OF A THIN, ROTATING 
ANNULAR DISK 

We consider the pl~ar oscillations of a th~n annu­
lar disk (inner radius a > 0, outer radius b) rota­
ting about its center with the angular velocity n, 
and restrict our attention to rotationally sym­
metric modes (those depending only on the distance 
r from the center of the disk). We adopt the model 
of Ref. 2. The pertinent equations for the 8erturbec;l 
radial displacement u(r, t) = bx-I/2~(x)eW t, and the 
perturbed tangential displacement vir, t) = bx- 1 / 2 

~(x)ewQt, where x == r/b, follow at once from Eqs. 
(ll) and (12) of Ref. 2: 

[ (0 1) (£1 0 )] (HX») 
w2 I + w2 1 -0 + 0 £2 ~ (x) = 0, (13) 

II = alb ::s x ::s 1, where 

.c ==-f3-.c-l 
2 b2n2 ' 

and a and f3 are positive constants determined by 
the elastic properties of the disk and its mass den­
sity. with 4f3 > a > 2f3. The reader is referred to 

Ref. 2 for further discussion of these equations. 
We assume that the disk is clamped along its 
inner boundary at r = a and that r = b is free; the 
boundary conditions are accordingly given by2 

Hll) = ~(ll) = 0, 

~'(1) - i(4{3a-1 - Ig(l) = 0 = ~'(1) - g(l), 

The domains of definition of .c 1 and £2 are taken 
to be 

Dl = {rex) If E C2[1I, IJ,j(lI) = 0 =f'{I) 
- ~(4f3a-1 - l)f(l)} 

and 

D2 = {rex) If E C2[1I, 1],j{D) = 0 =/,(1) 

- U(I)}, 

respectively. 

In the context of the Hilbert space L2 [D, 1], the 
operator .c with the domain of definition 

D(lI, y) = {I{x) If E C2 [ll, 1],j{1I) = 0 = f' (1) 

- yf(l)} 

is a strictly positive simple operator, provided 
o < 1I < 1 and y ::s~. Thus.c is positive on D 2 , 

and since 0 < ~(4{3a-1-1) < %, £ is also positive on 
D 1 . Let Al denote the least eigenvalue and A2 the 
next greater eigenvalue of .c on D 2 , and let Al be 
the least eigenvalue of £ on D 1 • While the eigen­
values of £ on D(ll, y) can be computed from the 
tables of Bessel functions in Ref. 3, we need only 
note that the least eigenvalue of £ on D{ll, y) is, 
for each fixed ll, a strictly decreasing function of 
y; this follows immediately from the minimum 
principle for the least eigenvalue. Hence Al < AI' 
Since a > 2{3, it follows at once from the definition 
of £ and £2 thatfor I n I < n c == ({3A1) 1/2 /b, £ 1 
and 12 are both strictly positive, while for 

.c2 will have preCisely one negative eigenvalue 
and no zero eigenvalue, while £1 will be strictly 
positive. Hence for Inl< ncor n c < Inl< n', 
£ 1 and .c2 are simple operators in L 2 [ ll, 1] with 
completely continuous Hermitian inverses £11 
and £21 , respectively, so that the operator 

L = (£1 0 ) 
- 0 £2 

is a simple operator in the Hilbert space E == 
L 2 [ ll, 1] x L 2 [ ll, 1] with the completely continuous 
Hermitian inverse 
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Since 

R£_I C C[6.,I] 
I 

and 
R.s:,-l c C[6., 1], 

2 

we have 

RL-l C C[6., IJ x C[6., 1] == R L, 

and therefore 

Q w = w2 (~ ~) + w2 (~ -~ ) 
isLsmoothforwE:[O,CXl). H Inl <n, LandL-l 
are positive; it follows from Theorem en of Ref. 4 
that Eq. (13) admits of a complete set of eigen­
functions (complete in the sense that arbitrary 
smooth initial data can be expanded in series of 
the eigenfunctions) with pure imaginary eigen­
values wn ' so that the system has a complete set 
of purely oscillatory modes. In this case, one can 
also show directly from the energy integral for the 
time-dependent version ofEq. (13) that the system 
is stable. On the other hand, if nc < I n I < n', it 
follows from Theorem 3 that the system is expon­
entially unstable. Indeed, if we denote.the complete 
orthonormal sets of real eigenvectors of £ 1 and 
£2 by {fPn}~ and {1/In}~' respectively, with £lfPn = 
ILnfPn' .221/1n =YnfPn' 0< ILl < 1L2 < 1L3 < ""Y1 < 
o < '}'2 < '}'3 < ' .. , then a complete orthonormal 
system of eigenvectors of L is given by 

(~ (n+l)/J 

for n odd, and 

for n even; thus L has precisely one negative eigen­
value and exponential instability follows at once 
from Theorem 3. Thus nc = (/31\1) 1/2 /b is the criti­
cal angular velocity for instability. 

IV. STABILITY OF STEADY FLOW OF A ONE-
DIMENSIONAL WARM ELECTRON PLASMA 

We consider a warm electron plasma, confined in 
the interval 0 :s x :s b, satisfying the following· set 
of equations: 

.i.!!.. + a (nv) _ ( ) 
at ax - s x , 

(av av\ an 
mn\IT + v ail = -kT ax - en E, 

1 E. M. Barston, J. Math. Phys. 8,523 (1967). 
2 R. Doby, J. Franklin Inst.288, 203 (1969). 

(14) 

(15) 

(16) 

The equations are written in MKS units' € is the 
permittivity of free space, The quantit; n~x, t) is 
the electron number density, v(x, t) is the macro­
scopic electron velocity, sex) is an .electron source 
term, m is the electron mass, k is the Boltzmann 
constant, T the electron temperature, - e the elec­
tron charge, E(x, t) the electric field, and en (x) is 
a fixed background charge density. A state ~f 
steady flow, characterized by a (J sUQscript on the 
variables n, v, and E, will exist provided 

(17) 

(18) 

(19) 

We now assume small perturbations in n, v, and E 
about such a state of steady flow, with no(x) > 0 on 
[0, b]. We restrict our attention to the class of 
pe"rturbations that are charge neutral, so that the 
perturbed electric field 1/(x, t) vanishes at ° and b 
and for which the sum of the perturbed electron ' 
current density and the vacuum displacement cur­
rent vanishes at ° and b. The linearization of 
Eqs. (14)-(16) thell gives an equation for 1/ of the 
form of Eq. (6), withp = no!' q = 2vono1, s = 
[(kT/m) - v~]nol, and u = e2/(E om). Thus, if we 
assume no, Vo € C2[0, b], Theorem 6 gives the 
following stability results: 

(i) H v~ < kT /m on [0, b), the system is stable' 
(ii) H v~ > kT/m on (0, b], and 6. ~ 0 (which wiil 

be the case provided 

v5(x) - kT/m 
min > '/1"-2 
Lo, oJ b2w~(x) , 

where w~ = nou is the local electron plasma 
frequency), then there are no exponentially 
growing modes; 

(iii) H v~ > kT/m, but 6. < 0 (this will occur for 

v 2 - kT/m 
sup 0 < 1T-2), 
[0 ,b) b2w~ 

then the system is exponentially unstable. 
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The inverse scattering problem for the Schr6dinger equation is considered. Under certain restrictions 
on some of the odd derivatives of the potential, we obtain expressions for the values of the potential and 
its derivatives at the origin, as functions of the phase shift and bound state data for any fixed partial 
wave. Closed expressions for the first coefficients of the expansion of the potential are obtained. 

1. INTRODUCTION 

We study the inverse problem of the nonrelativistic 
scattering theory following the approach to obtain 
exact and explicit relationships between the values 
of the potential and its derivatives at the origin, 
and the phase shift (as a function of the linear 
momentum k) and bound state parameters. 

Relationships of this type were first obtained by 
Newton,1 and simultaneously by Faddeev, 2 who 
gave a formula for the value of the potential at the 
origin as an integral over a function of the phase 
shift and a sum over the bound state energies, for 
each partial wave. Later on, Buslaev and Fad­
deev,3 Percival, 4 and Roberts5 found an expres­
sion for the value of the second derivative at the 
origin, as a function of the phase shift and bound 
state data on S wave. Afterwards, Calogero and 
Degasperis6 succeeded in obtaining expressions 
for the values of the potential and all the deriva­
tives in terms of the S-wave phase shift and bound 
state parameters. In the case of relativistic equa­
tions, the same type of results have been obtain 
by Degasperis7 and by the authorS for the Klein­
Gordon and Dirac equations, respectively. 

In this paper we intend to solve the problem of 
higher partial waves (l i= 0) for a SchrBdinger 
equation. We develop a method that allows us, with 
certain restrictions on some odd derivatives of 
the potential (see Sec. 4) to calculate the values of 
the potential and all its derivatives at the origin, 
in terms of the scattering data, i.e., the phase 
shift ()l(k) as a function of the linear momentum k, 
tqe bound state energies, and the normalization 
constants, for a given partial wave. 

The method is based on a theorem allowing us to 
go from an l-wave SchrBdinger equation to an 
(l - I)-wave SchrBdinger equation with a modified 
potential. By iteration of this procedure, an l-wave 
equation can be related to an S-wave one. In this 
way we can use the expressions obtained by Calo­
gero and Degasperis in their paper. The method 
allows us, in principle, to calculate the value of the 
potential and all its derivatives, and we get closed 
formulas for the value of the potential and its first 
five derivatives at the origin. The whole potential, 
which was considered a holomorph~c function of r, 
can be reconstructed, at least in principle, in this 
manner. 

In obtaining these closed expressions we have 
been able to sum, with very simple results, cer­
tain products of sums which at first look very 
complicated. These expreSSions are given in the 
Appendix. 

The units used in this paper are If = 2m = 1. 

2. THE METHOD OF CALCULATION 

Theorem 9: Let y(k2, r) be a solution of the differ­
ential equation 

y"(k2,r) + [k2 - W(r)]y(k2,r) = 0 (2.1) 

and f(r) a function of r, a solution of the nonlinear 
equation 

!'(r) = j2(r) - W(r). (2.2) 

Let z (k2, r) be a function defined as 

z(k2,r) =!(r)y(k2,r) + Y'(k2,r). (2.3) 

Therefore, this function satisfies the equation 

z"(k2, r) + [k2 - V(r)]z(k2, r) = 0, (2.4) 

with the modified potential 

V(r) = W(r) + 2f'(r). 

The theorem is proved by direct substitution. 

In particular, if we assume that 

W(r) = U(r) + l(l + 1)/r2, 

where U(r) is a nonsingular potential lO and 
Yl(k2, r) the solution of Eq. (2.1), we have 

(2.5) 

(2.6) 

YI'(k2,r) + [k2 - U(r) -l(l + 1)/r2lYlk2,r) = 0, 

(2.7) 

which is an l-wave SchrBdinger equation. IT, as 
before [Eq. (2.3)], we define 

YI_l(k2,r) =!I(r)Yl(k2,r) + y[{k2,r), (2.8) 

where 

!t(r) =!t(r) - W(r), (2.9) 

then Y 1-1 (k2, r) satisfies the equation 

Yl'_I(k2,r) + [k2 - U(r) -l(l + 1)/r2 - 2!/(r)] 

x Yl_l(k2,r) = O. (2.10) 

IT we now define!z(r) as 

(2. 11) 

1873 
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we get 

YZ_1(k2,r) + [k2 - U(r) - 2g[{r) -1(1- 1)/r2] 

x YZ_l(k2,r) = 0, (2.12) 

and, if gl(r) is a potential as well behaved as U(r), 
the functionYz_1(k 2 ,r) satisfies an (I-I)-wave 
Schr6dinger equation. 

The equation for g z(r) is 

gl(r) = gz2(r) + (21!r)gz(r) - U(r), (2.13) 

and under certain conditions on U(r) the function 
gl(r) will be considered as a good potential. 

Repeating the same procedure, i.e., in the first 
step, we define 

YI_2(k2,r) = !Z_1(r)Yl_1(k2,r) + Yl_l(k 2,r), (2.14) 

where!l_l(r) is the solution of 

fl-l(r) =n-l(r) - U(r) - 2gl(r) - (1- I)Z/r2 , 

(2. 15) 

and so on; after Z steps we arrive at the equation 

yC;(k2,r) + (k2 - U(r) - 2idg~(r») Yo(k 2,r) = 0, 

(2.16) 

where the equations satisfied by the I functions 
g,,(r) are 

gl(r) = g~(r) + 21r- 1g z(r) - U(r), 

gl-l(r) = g~-l(r) + 2(1 - 1)r-1g1_1(r) - U(r) 

- 2gf(r), 

• Z 

g~(r) = g~(r) + 2nr- 1gn(r) - U(r) - 2 ~ g/(r), 
i=n+1 

1 ~ n ~ I, (2.17) 

. I . 
gl(r) = g¥(r) + 2r- 1gl(r) - U(r) - 2Egj(r). 

i=2 

Therefore, if we can manage to calculate the 
potential 

I 

V(r) = U(r) + 2~ g~(r) 
n=l 

(2.18) 

of the S-wave Schrodinger equation (2.16), making 
the following expansions at the origin: 

() " n V = V(n~(O)= 1. L V(r) I 
Vr =LJVnr , n n! n!dnn ' 

1'=0 

U(n)(OL 1 d n I 
Un =·--r -- -. -n U(r) , 

n. n. dr 1'=0 

we can r~construct U" by 
Z 

Vn = Un + 2(n + 1)6gi n+l' 
i=1 • 

(2. 19) 

(2.20) 

that is, we need to know all the coefficients V" and 
gi,n' 
Then we have reduced an I-wave problem to an S­
wave one [in the next section we discuss the condi­
tion to be imposed on the coefficients of U(r)]. 

In general we have 
z 

!~(r) =!;(r) - U(r) - n(n + 1) - 2 ~ gi(r) (2.21) 
r2 i=n+1 

and 
Yn_l(k2,r) =!n(r)yn(k2,r) + y~(k2,r). (2.22) 

If all functions! n (r) vanish at infinity, the I-wave 
phase shift 0z(k) of the U(r) problem will be equal 
to the S-wave phase shift 7J0(k) of the V(r) prob­
lem; then we shall be able to use the well-known 
results for the S wave. This point, and that of the 
bound states, will be discussed in Sec. 6. 

3. DETERMINATION OF THE 
COEFFICIENTS gn.m 

Let us assume that the functions g(r) and U(r) have 
the expansions at the origin given by Eqs. (2.19). 
Replacing in the first of Eqs. (2.17), we get 

n-l 
(n + 1- 2Z)gz n+1 - 6gz sgl "-5 + Un = 0, 

, 5=1" 

n ~ 2, (3.1) 

with the initial conditions 

gZ,l = [1/(2l-1)) UO' (3.2) 

gl,2 = [1/(2l- 2)]U1, 1 # 1, (3.3) 

from which we obtain 

gZ,n+1 = 2l- (! + 1) (Un -}?: gz,sgz,n-s), n ~ 2. 
(3.4) 

In this manner we can determine all gin as a 
function of Un' except the coefficient gz: 21' It re­
mains indeterminate but finite if we constrain the 
potential to satisfy 

21-2 

U21-1 = ~ gz sgl 21-1-5' 9=1 • , 
(3.5) 

To determine gl. 21, we use Eq. (2. 20) for n = 21-
I, from which we get 

1 (21-2 1-1) 
gZ,2Z=4[ V21-1 - ~gl,5g1,21-1-5-41~gi,21 • 

5=1 t =1 

(3.6) 

Note that this equation only formally determines 
g I 21 because this coefficient is a function of, for 
example,gl_I, 2/' which is a function of gl-I, 2Z-2' 
which is also undetermined. Later oQ., we will 
come back to this problem. 

Going down, in the jth step (Z - 1 ~ j ~ 2) of Eqs. 
(2.17), we obtain, using the same procedure, 
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gJO 1 = 2 0 ~ 1 (U 0 + 2 t gil)' , ~ i=j+l ' 
(3.7) from which [see Eq. (A2)] we obtain 

gJ02=2°~2(U1 +4 'b gi2)' (3.8) , ~ i=j+l ' 

and 1 ( / 
gi,n+l = 2j _ (n + 1) Un + 2(n + O)f gi,n+1 

.=]+1 

n-l ) 
-s~gj,sgj,n-s , n ~ 2, l-1 ~j ~ 2. (3.9) 

The coefficient g j ,2j is indeterminate but finite if 

2j-2 I 

U2i- 1 = L]gj,sgj,2j-1-S - 4j L] gi,2i' 
5=1 t=j+1 

l- 1 ~ j ~ 2. (3.10) 

Then we determine it with 

1 (2j-1 ) j-l 
gi,2j = 4)0 V 2j-1 - L]gj,sgj,2i-1-S -06gi,2j' 

s=1 .=1 

Finally, after l steps we obtain 
/ 

(3. 11) 

g11=Uo +2L]gi1' (3.12) 
, i=2 ' 

To assume g1,2 to be finite, we impose 

/ 

U1 =-4L]gi2' (3.13) 
i=2 ' 

In general we have 

gl,n+1 = 2 _ (n\ 1) (Un + 2(n + 1)#2gi, n+1 

n-l 
-s~g1.sg1,n-s), n ~ 2. (3.14) 

We can now determine g 1 2' using Eq. (2. 20) with 
n =1, ' 

(3. 15) 

4. CONDITIONS ON THE POTENTIAL 

Let us postpone the determination of the even 
coefficients to the next section, and concentrate on 
the calculation of the odd coefficients that give us 
certain conditions on the potential. For the sake 
of clearness, we are using now some results to 
be derived in the next section. 

Equation (3.13) implies U 1 = O. This can be shown 
by using Eqs. (2. 20) and (3.2), 

U1 = - 2l~ 2 U1 - 4I; 2 0 ~ 2 (U1 + 4 t go 2) 
i=2 1 j:i+1 J, 

( 
/ 1 1-1 1 

=-4U1 L] 2 0_2+ 46 20_2 
'=2 1 i=2 1 

I 1 ) 
X i=P1 ~ - 2 +... , (4. 1) 

% l(l + 1) U 1 = 0, 

i.e., 

l'" 0, U1 = O. 

But this last equation implies 

/ 

L] g i,2 =0, 
i=2 

and from Eq. (3.2) we get 

gl,2=0, for l~2, 

and from Eq. (3.8), 

gl-1,2=0, for l~3, 

and so on; for fixed l we obtain then 

gi,2=0, for 2,,; i,,; l. 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

We calculate now the third coefficient. Equation 
(2.20) for n = 3 and l = 1 reads 

(4.7) 

and from Eqs. (3. 4), (3. 3), and the result (5.3) of 
the next section (for U 0 as a function of V 0) we 
get 

For l = 2, U 3 must satisfy the condition (3.5), 
which, recalling Eq. (4. 6), we can write as 

(4.9) 

For l > 2, using Eqs. (3.10) and (4.6), we get 

I 1-1 1 ( / 
U3=-8~gi,4=-8~2°_4 U3 +8.0gj ,4); 

.=3 .=3 z J=i+1 

(4.10) 

by iteration we have 

( 
/ 1 /-1 1 

U 3 1 + 8~ 2 0
_ 4 + 82~ 2 0

_ 4 
.=3 Z. .=3 Z 

I 1 ) 
x o~ 2

J
o _ 4 +... = 0 

J=.+1 
(4.11) 

or, in other words (see the Appendix), 

U3 (l- l)l(l + l)(l + 2)/4! = 0, 

i.e., 

U3 = 0 for l ~ 2. (4. 12) 
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Furthermore, 
I 

6g i 4 = 0, 
i=3 ' 

and by using Eq. (3. 4) we obtain 

gl,4 = [1/(21- 4)] U3 = 0, 1> 2 

(if 1 = 2, g2,4 ~ 0), 

and from Eq. (4.13), 

(4.13) 

(4.14) 

gl-1 4 = [1/(2l- 6)] U3 = 0, 1 > 3, (4.14') , 

and so on; finally 

gl,4 = 0, for 3 <5 i <5 1. (4.15) 

Conditions on the fifth coefficient are obtained by 
using again Eq. (2. 20), now for n = 5, i.e., 

I 

V5 = U5 + 12 6gi 6' 
i=1 ' 

(4.16) 

Putting 1 = 1, using Eqs. (3. 2), (3. 4), (3.14), (4.8), 
and the results of the next section, Eqs. (5. 3) and 
(5.9) for Uo and U2 , we get 

U 5 = - ~ (V 5 -; Vo V 3 - £ V 1 V 2 + is V~V 1)' 

1 = 1. (4.17) 

In the same manner we obtain, for 1 = 2, 

U 5 = to (V 5 - ~ V 0 V 3 - fa V 1 V 2 + is V~V 1) , 

1 = 2. (4. 18) 

For 1 = 3, U5 must verify Eq. (3. 5), i.e., 

(4. 19) 

where we have used Eqs. (4. 6) and (4.15). For 
1 > 3, U 5 must verify Eq. (3. 10); taking into ac­
count Eqs. (4. 6) and (4.15), we write 

(4.20) 

Replacing the values of the coefficients, by itera­
tion we obtain 

I 1 ) x.~ 2' _ 6 + ... = 0, 
,=]+1 t 

that is (see the Appendix), 

(4.21) 

U 5 (1 - 2)(1 - 1)[(1 + I)(Z + 2)(1 + 3)/6! = 0, 

i.e., 

U5 = 0, for 1;;. 3. (4.22) 

Furthermore, as before, we obtain 

gj,6=0, for 4.,;;j.,;;1. (4.23) 

We are now ready to determine the general con­
ditions on the potential. We have proved that, for 
l> 3, 

(4.24) 

and also that, for 2 .,;; i .,;; l, 

(4.25) 

Therefore, to make the general proof by induction, 
we postulate that 

gj ,2n-2 = 0, for 2.,;; n .,;; i .,;; 1, (4.26) 

and, given that 

1 ( I 
gi,2n-2=2'-2 +2 U2n -3 +4(n-l).6gj,2n-2 

t n }=1+1 
2n-4 

- E gi sgl 2n-3-$)' (4.27) 
s=1 ' , 

it follows that 

U2n -3 =0, for 2.,;;n.,;;l. (4.28) 

We want to prove now that this postulate implies 

g, ,2n = 0, for 2.,;; n + 1 .,;; i .,;; 1, 

and consequently 

U2n- 1 =0, for 2.,;;n.,;;l. 

From Eqs. (3. 4) and (4.26) we have 

gl,2n = [1/(21- 2n)]U2n - lt 1;;. n + 1, 

and, from Eq. (3. 9), 

(4.29) 

(4.30) 

(4.31) 

g, 2n = 2' 1 2 (U2n - 1 + 4n t gJ' 2n). (4.32) 
" t- n j~~ , 

The condition on U2n -1 will be given by Eq. (3.10), 
but the first sum vanishes because of the postu­
late; therefore, we get (see the Appendix) 

(
11 

U2n -1 1+4n 6 2'-2 +(4n}2 
l=n+1 t n 

I 1 ) x 6. + '" 
j=I+1 2J - 2n 

(l - n + 1}(l - n + 2)·· . (l + n) - ° 
= U2n - 1 (2n),! - • 

(4.33) 
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Then, 

U 2n-1 = 0, for 1;:. n + 1. 

But this equation implies 

1 

~ gt,2n = 0, 
l=n+1 

and, as before, we obtain 

gj .2n = ° for 2 '" n + 1 '" i '" 1. 

These results imply [see Eq. (3.5)] 

U21- 1 :::::0. 

(4.34) 

(4.35) 

(4.36) 
QED 

from which we obtain by iteration 

( 

I 1 
Vo=Uo 1+2~2'_1 

1=1 t 

1-1 1 I 1 ) 
+ 22 ~ -.- ~ -.- + . .. , 

1=1 2t - 1 j=I+1 2J - 1 

i.e. (see the Appendix), 

Uo = [1/(21 + 1)] Yo' 

which is a well-known result of Newton1 and 
(4.37) Faddeev2 [see Eqs. (2.19)]. 

By using Eq. (3. 9), Eq. (2. 20) for n ::::: 2 reads 

1877 

(5.2) 

(5.3) 

Summarizing, in order to solve the problem for 
fixed 1, we must require that 

I 1 ( 1 ) 
(4. 38) V2 = U2 + 6 ~ 2' _ 3 U2 + 6 ~ gj 3 -g~ 1 • 

i=l t j=i+1" 

Le., all odd derivatives up to 21 - 1 should vanish 
at the origin. 

5. DETERMINATION OF THE COEFFICIENTS 
OF THE POTENTIAL 

From Eqs. (2.20) and (3.8), we have 

1 1 ( 1 ) V o =Uo +2 ~ 2'-1 Uo +2 ~ gj1 , (5.1) 
i=l t j=i+1 ' 

From Eq. (3. 8), 

gJ' 1 = -2 . 1 1 (U 0 + 2 ± gil)' , J - i=j+1 ' 

By iteration (see the Appendix) we obtain 

gj,l = [(21 + 1)/(2j - 1)(2j + 1)] U o' 

Introducing these results in Eq. (5. 4), by iteration we get 

(5.4) 

(5.5) 

(5.6) 

( 

1 1 1-1 1 1 1) ( 1 1 
V 2 = U 2 1 + 6 ~ 2' _ 3 + 62 ~ 2' _ 3 ~ 2' _ 1 +... - U5 (21 + 1)2 6 ~ ~--:-----:---~ 

1=1 t i=l Z j=i+1 J i=1(2i-3)(2i-1)2(2i+1)2 

1-1 1 1 1 ) 
+ 62 ~ --:-'- ~. . . + . .. , 

i=l 2t - 3 j=i+l (2J - 3)(2J - 1)2 (2J + 1)2 
(5.7) 

which, as is proven in the Appendix, is 

V 2 = - i (21 - 1)(21 + 1)(21 + 3) U 2 + 2l (21 + 1) u~. (5.8) 

Recalling Eq. (5. 3), we get 

U 2 = (21 _ 1)(21': 1)(21 + 3) (V 2 - 21 ~ 1 V5) • (5.9) 

To obtain U 4' we again use Eq. (2. 20) now for n = 4, and, taking into account Eqs. (3. 9) and (3.13), we 
have 

1 1 (I ) V 4 = U 4 + 1 0 ~ 2' _ 5 U 4 + 1 0 ~ g j 5 - 2g i 1 g i 3 +!:i Vi· 
1=1 Z j=i+1" , 

(5.10) 

From Eq. (3. 9), by iteration and using Eq. (5. 6), we obtain 

1 + 6 '" + 62 '" '" + - + U2 
U2 ( I 1 1-1 1 I 1 ) (2l 1)2 ( 1 

gj,3=2j-3 i~12i-3 i~12i-3 k~12k-3'" 2j-3 0 (2j-1)2(2j+1)2 

+ 6 L; + 62 L; -.- L; + ... 
l 1 l-l 1 l 1 ) 

1=.1+1 (2i - 3)(2i - 1)2 (2i + 1)2 i=j+1 2z - 3 k=i+1 (2k - 3)(2k -1)2 (2k + 1)2 

= (21 - 1)(21 + 1)(21 + 3) U + (21 + 1) (3 _ 8j (21 + 1) ) U2 
(2j - 3)(2j - 1)(2j + 1)(2j + 3) 2 (2j - 3)(2j - 1)(2j + 1)(2j + 3) (2j - 1)(2j + 1) 0 

(5.11) 
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(results of the sums are given in the Appendix). By iteration in Eq. (5. 9), using Eq. (5. 6), we have 

( 
I 1 1-1 1 I ) 

V 4 = U 4 1 + 10 ~ 2· _ 5 + 102 ~ 2· _ 5 . ~ 2· ~ 5 + . . . - 2 (2Z + 1)2 U 0 [U 2 (21 - 1)(21 + 3) + 3U~] 
)-1 J )=1 J .=)+1 Z 

( 

I 1'-1 I 

X 106. . . 1 . . + 102 6 _. 1_ 6 
j=1 (2J - 5)(2) - 3)(2J - 1)2 (2J + 1)2 (2J + 3) j=1 2J - 5 i=j+l 

(2i - 5)(2i - 3)(2i _\)2 (2i + 1)2 (2i + 3) + .. -) + 16 (2Z + 1)3 U5 (10 ~ 
1 1-1 Z 

~--:----:----=--------- +102 6 _.1_ 6 
(2j - 5)(2j - 3)(2j - 1)3 (2j + 1)3 (2j + 3) j=1 2J - 5 i=j+l 

(2i - 5)(2i - 3)(2i ~ 1)3 (2; + 1)3 (2i + 3) + .. -) + l4 V~ (5.12) 

or (see the Appendix) 

V 4 = V 4 [(2Z '-- 3)(2Z - 1)(2Z + 1)(2Z + 3)(2Z + 5)/5.9] - t Z (2l + 1) [(2Z - 1)(2l + 3) V oV 2 - (4l + 1) V5] 

+ !4 V~, (5.13) 

and from Eqs. (5. 3) and (5.9) we finally obtain 

V 4 = "'(2;-;-Z--""""'3"')"n(2 .. Z----,l"'")"n(2 .. /=-:!:....,1"'")7>(2;-;-Z--:+--,3"")7>(2;-;-Z--;+-5=-) (V 4 - 3(2Z4~ 1) V 0 V 2 + ::~~Z : 1~; V5 -l4 Vf) • (5.14) 

For the even coefficients of higher indices, the 
calculations are very complicated, and it is too 
troublesome to derive general formulas. But, in 
principle, it is possible to obtain all coefficients 
for any fixed Z using the method developed in 
Secs.2 and 3 (see, for example, the determination 
of V 3 for Z = 1 or V 5 for Z = 1 and Z = 2 in Sec. 4). 
The same is true for the nop.vanishing odd coef­
ficients (V 2n+l>n ~Z). 

We emphasize that if the potential is an even func­
tion (since only the values of the odd derivatives 
are restricted), we have formulas to determine it 
for all partial waves. 

Furthermore, notice that the expressions obtained 
supply relationships between the phase shifts of 
different partial waves produced by the same 
potential. They are generalizations of the well­
known expression of Newton-Faddeev, i.e., Eq. 
(5.3), 

1 -8 roo d 
Vo = 2Z + 1 Vo = 1T(2Z + 1) Jo dk k dk [koz(k)] 

For the phase shifts we approach the problem in 
the following manner: The phase shift produced 
by the potential V(r) in P wave is defined by the 
asymptotic behavior of the regular solution of the 
equation 

i.e., 

Y'i. (k2,r) + [k2 - U(r) - 2/r2] Yl (k2,r) = 0, 
(6.1) 

Yl (k 2,r) ~ sin[kr-1T/2 + 01(k)]. (6.2) 

For the S-wave equation deduced from Eq. (6.1), 

Yo (k2,r) + [k2 - V(r) - 2g1(r)] Yo (k2,r) = 0, 

(6.3) 
the phase shift is defined by 

Yo (k 2, r) ~ sin[kr + 60 (k)], (6.4) 

the relationship between the two solutions being 

(6.5) 

4 ~ I 
- 21 + 1 LJ En • 

n 

(5.3') The function 11 (r) satisfies the equation 

11 (r) =ly (r) - V (r) - 2/r2 (6.6) 

6. DATA AND THE CALCULATION OF THE 
POTENTIAL 

In this section we analyze the relationship between 
the phase shift, the bound states, and the normali­
zation constants for the different partial waves. 

and asymptotically behaves like 

11 (r) ~ l/r (6.7) 

[if we suppose that U(r) is of finite range]. Then, 
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Yo (k 2, r) ;:;0;; cos[kr -~11 +01 (k)] = sin[kr + 01(k)]; 

(6.8) 
therefore, we can identify 

(6.9) 

Notice that the slow van~shing of g{ (r) ~ 3r- 2 

produces a behavior of 00 (k) at low energy simi­
lar to aP-wave phase shift 

-) 3 ° 1 (k) = I) 0 (k ~ k • (6.10) 

The same scheme is used to go from an 1 wave to 
an [ - 1 wave. In other words, the [- and ([- 1)­
wave phase shifts are defined by the asymptotic 
behavior of the regular solutions of the Eqs. 

For the bound states we first analyze the relation­
ship between the problems in P and S waves. We 
start from Eq. (6.1); the Jost solution of this prob­
lem is defined by the asymptotic behavior 

h (k ) ~ . 4kr 
1 ,r r-OO ze , 

and the Jost function is 

h 1(k) =: lim kr h1 (k, r). 
r-+O 

The regular solution can be written as 

Y1 (k 2 ,r) = (i/2k2) [h 1(- k) h 1(k,r) 

+ h1 (k) h1 (- k, r)]. 

(6.19) 

(6.20) 

(6.21) 

(2.7) and (2.12), respectively, i.e., 

YI(k 2 ,r) ~ sin[kr - ~ lrr + 0l(k)], 

If for the value k = -ip we have h1(k =: -ip) = 0, 
(6.11) there exists a bound state in the P wave of energy 

_p2. 

YI-1 (k2,r) ~ sin[kr - ~ (l-l)rr + 6/-1 (k)]. 

(6.12) 
Given that 

11 (r) ~ lr-l, (6.13) 

since the relationship between the two solutions is 
given by Eq. (2. 8), we have 

Y 1-1 (k 2 , r) ~ cos[kr - ~ lrr + ° I (k)] 

Now we turn to the S-wave problem, using Eq. 
(6.5); the Jost solution is defined by 

() 
-ikr 

ho k,r ~ e , (6.22) 

the Jost function is 

ho (k) = lim ho (k, r), 
r-+O 

(6.23) 

and the regular solution can be written as 

= sin[kr - ~ (l-l)rr + 0/(k)]; 

therefore, we can identify 

(6.14) Yo (k 2, r) = (i/2k)[h o(- k)ho(k, r) -ho(k)h o(- k, r)] 

= 11 (r)(i/2k2 )[h1 (- k )h1 (k, r) + h1 (k )h1 (- k, r)] 

(6.15) + (i/2k 2 )[h1(-k)h1(k,r) + h1(k)h1(-k,r)]. 

The behavior at low energy is 

01 (k) = 6/-1 (k) ---.J constk2/
+
1 

because gl (r) ~ (21 + 1)r- 2 • 

(6.24) 

If there is a bound state in P wave at energy - p2 
(6.16) for the potential U(r), we have 

Repeating the same arguments 1 times, we get 

01 (k) = 6/-1 (k) = BI-2 (k) = ... = Tlo (k), (6.17) 

where 

01 (k) is the [-wave phase shift produced by the 
potential U(r), 

6/-1 (k) is the I-I-wave phase shift produced by the 
potential U(r) + 2gi (r), 

7]0 (k) is the S-wave phase shift produced by the 
potential 

I 

U(r) + 2 ~gt (r) = V(r). 
i=1 

Then, given the [-wave phase shift 01 (k), we can 
use the formulas of Calogero and Degasperis6 to 
determine 

(i/2p) [ho{ip) h 0(- iP, r) - h o(- ip) ho{iP, r)] 

= - [f1(r)/2p2] h 1(ip) h 1(- ip,r) 

- (1/2p2) h 1(ip) h1(- ip,r). (6.25) 

Since the rhs vanishes for r-'>OCJ, we should have 
ho(- ip) = 0 [otherwise ho{iP, r) diverges]; but this 
implies a bound state because 

YO(-p2,r)~0 and Yo(-p2,r);::b0 

~e assume the potential is not a singular one). 

Therefore, if we have a bound state in P wave for 
the potential U(r) at energy E, there exists a bound 
state in S wave for the potential V(r) = U(r) + 
2g'(r) at the same energy E. This can be expres­
sed as 

E: [U(r») = E! [U(r) + 2g'(r»). (6.26) 

(n)/ 
V" = V (0) n!. 

The converse is also true. This can be shown in 
(6.18) the following way: If V(r) produces an S-wave 
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bound state at E = - p2, we have ho(- ip} = O. By 
substitution in Eq. (6. 24) and taking the limit 
r~oo, we obtain 

0= (I/2p2) lim [(r- 1 - p) hI (ip) e-J1r 
1'-00 

+ (r- 1 + p) h 1(- ip} eJ1r], 

but this equation implies hI (- ip) = 0, i.e., a P­
wave bound state at E = - p2 produced by the 
potential U(r}. 

The same scheme can be reproduced without any 
difficulties for every partial wave; therefore, we 
can write 

E~ [U(r}] = E: (U(r) + 2~gi (r}) =E: rVer}]. 

(6.27) 

For the normalization constants of the bound 
states, we realize that from Eqs. (2. 7}-(2. 9) we 
get 

ell [U(r}] = Joodr Yr(- iP, r} = (- p2}-1 j"°dr 
o 0 

x Y~-l (- iP, r). (6.28) 

Here YI (- ip,r) is the bound state wavefunction (of 
energy E~ = - p2) normalized with the convention 

lim [(21 + I) !!r-I-1YI(E~r}] = 1. 
1'-+0 

By iteration we can demonstrate in general that 
if there exist bound states at k = - iPn' then 

e~ [U(r}] = (- p~}l e: [V(r)], (6.29) 

APPENDIX~ 

The following formulas were proven by inductionll : 

i.e., 
(6.30) 

where hl(k} is the Jost function for 1 wave of the 
SchrMinger problem with a potential U(r}, F o(k} 
is the Jost function for S wave of the Schrodinger 
problem with a potential VCr}, and the overhead 
dot indicates the derivative with respect to k. 

Summarizing, if we have as data oz(k} , E~, and e~, 
in order to calculate Vn by Eq. (6.18), we can use 
the expressions given by Calogero and Degasperis 
[Eqs. (2. 29), (4. 20), (4. 2I), and (4.19) of Ref. 6], 
being careful to replace 

o l(k} where it reads 71(k} , 

E! where it reads En' 
I -I I 

(- En) ell where it reads ell' 

(6.3I) 

In conclusion, we are ready now to construct the 
coefficients Un using the formulas of Secs. 3 and 
4 and to calculate, in prinCiple, the entire potential 

00 

U(r} = 6 Un rn. (6.32) 
n=O 
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I 1-1 I 1-2 1-1 I 

I+26-2·II+226~.I 6 -2·II+236~.I 6 -2.116 2k~I+"'=21+I, 
j=l ] - j=l .t.] - .1 i=j+1 Z - j=l .t.] - .1 i=j+1 Z - k=i+1 

(AI) 

I 1 1-1 1 I 1 1-2 1 1-1 1 I 1 1 (1 + I) 
1 + 4j6=2 2]' _ 2 + 42}~=2 n-:---n 6 -.- +43 6 -. - 6 -.- 6 -- + ... = 2 2] - .t. i=j+1 2z - 2 j=2 2] - 2 i=j+1 2z - 2 k=i+1 2k - 2 

(A2) 

Similar formulas can be expressed in a more general way as follows: If n = 2p + 1,1 ;. 1, and p ;. 0, 

1 + 2n b _. 1_ + (2n)2 ~ _. 1_ b _.1_ + . .. _ (21 - n + 2)(21 - n + 4) ... (21 + n) . (A3) 
j=l 2] -n j=l 2] -n i=j+1 2z -n - (2 -:-n)(4 -n)'" n ' 

if n = 2p, 1 ;;. p, and p ;;. 1, 

I 1 1-1 1 I 1 _ (l - p + 1)(l - P + 2) ... (l + p) 
1 + 2n j~+l 2j - n + (2n)2 j=~l 2j - n i=~l 2i - n + ... - n! 

(A4) 

In all these expressions we have established the convention 

m 
L;=Oifm<n. 
i=n 
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Furthermore, we can prove the following results: 

I 1-1 I 
1 + 2 :6 _._1_ + 22 :6 _._1_ :6 _1_ + ... = 2l. + 1 , 

i=j+l 2z - 1 i=j+l 2t - 1 k=i+l 2k - 1 2J + 1 
(A5) 

I 1-1 I 
1+4:6 _._1_+ 42 :6 _._1_:6 _1_+ ... =l(~+l). 

i=j+l 2t - 2 i=j+l 2z - 2 k=i+l 2k - 2 J b + 1) 
(A6) 

We note that Eq. (A5), combined with Eq. (AI), and (A6), with (A2), give us 

I 1 I 
j~ 4;2 - 1 = 21 + l' (A7) 

:6 1 -1. 1 2 I () 
j=2 j (j2 _ 1) - 4 - 1(1 + 1) , (A8) 

from which, interchanging indices, we get several relationships; for example, 

I 1 -1 
j~ (2j - 1)(2j - 3) = 21 - l' 

(A9) 

I 1 1{1 + 3) 
j"Jj j (j +1)(j +2) = 4(1 + 1)(1 + 2)" (A10) 

The generalizations of Eqs. (A5) and (A6) are, for n = 2p + 1, I ~ 1, and p ~ 0, 

1 + 2n ± _1_ + 2n)2 ~ _1_ ± _1_ + ... _ (2l - n + 2)(21 - n + 4) ... (2l + n) 
i=j+l 2i - n ( i=j+l 2i - n k=i+l 2k - n - (2j - n + 2)(2j - n + 4) ... {2j + n} 

(All) 
and, for n = 2p, I ~ p, and p ~ 1, 

1 + 2n b 2'~ + (2n)2 E _._1_ b _1_ + . .. _ (I - P + 1)(l- P + 2) ••• (I + p) 
i=j+l Z n i=j+l 2z -n k=i+l 2k -n - {j -p + l)(j -p + 2) ••• {j + p)' 

(A12) 
from which we can get relationships similar to Eqs. (A9) and (AlO). 

The following relationships (also proved by induction) were used in Sec. 4: 

I 1-1 I 
. 1 + 6 :6 1 + 62 :6 _._1_ :6 1 + ... 

{4J2 - 1)2 i=j+l (2i - 3)(4i2 _1)2 i=j+l 2z - 3 k=i+l {2k - 3){4k2 - 1)2 

= (2j + 3)(~j2 -1)2 (8 j 
- 21

3
+ 1)' 

(A13) 

I 1-1 I 1 
1 + 6 6 1 + 62 2:; . 1 2:; 1 + ... - __ 

j~1 (2j - 3)(4j2 - 1)2 j~1 (2J - 3) i=j+l (2i - 1)(4i2 - 1)2 - 21 + l' 
(A14) 

I 1 1-1 1 I 1 21 
10 z::; + 102 z::; -. - z::; + ... 

j=1 (2j - 5)(4]2 -1)2 (4j2 - 9) j=1 2J - 5 i=j+1 {2i - 5){4i2 -1)2 (4i 2 - 9) = 9{2l + 1)-

(A15) 
I 1-1 I ( ) 

10 6 1 + 102 :6 _. 1_ 6 1 + ... = 1 1 + 1 • 
j=1 {2j - 5){4]2 - 1)3 (4j2 - 9) j=1 2J - 5 i=j+l (2i - 5)(4i2 - 1)3 (4i2 - 9) 9(21 + 1)2 

(A16) 
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The boson calculus as used for U(n) cannot be applied directly to O(n) and Sp(n). Modifications are 
made to boson operators, in order to obtain new operators which enable explicit states of irreducible 
representations of O(n) and Sp(n) to be constructed. Calculations for 0(3) and 0(4) show how these 
operators permit a greater simplicity, and reveal more fully the group structure than has previously 
been the case. 

1. INTRODUCTION 

The importance of bosons in connection with the 
unitary groups is well known.! Using bosons, we 
can construct explicit states of irreducible rep­
resentations of the linitary groups. 

Let the carrier space of the defining representa­
tion of U(n) be the n-dimensional vector space A. 
Then the carrier spaces of all irreducible repre­
sentations of U(n) can be projected out of 
B = A (1) x A (2) x ... x A (A), the direct product 
of A vector spaces A. The transformation induced 
by the operations of U(n) commute with transfor­
mations permuting the vector spaces among them­
selves. These latter transformations are com­
pletely described by the Young symmetry patterns 
defined by partitions [m] of A. Each Young tableau 
defines a Young symmetrizer which projects B 
into the invariant subspace defined by the Young 
tableau. In this way B is decomposed into in­
variant subspaces. 

In order to obtain explicit stages, the space B can 
be realized with boson operators, Le., 

A~a)~ a?"r i = 1 ... n, 
t t 

0=1 ... A, 

where the bosons satisfy 

[ aT] [at T t.] ai' a j = 0 = a i ,aj • 

(1.1) 
Application of tile Young symmetrizer produces 
the anti symmetrized combinations 

representing columns of the Young tableau. States 
of an irreducible representation of U(n) become 
explicit boson (and multiple boson) operators act­
ing on the vacuum 10). 

For the orthogonal and symplectic groups,B must 
be decomposed further. The operation of contrac­
tion (taking the trace) of tensors belonging to B 
commutes with the orthogonal and symplectic 
transformations. 2 ,3 Hence, we must now project 
out the traceless part of tensors belonging to B, 
and then apply the Young symmetrizer, so as to 
decompose B. 

If we realize B with boson operators as before, 
then we must project out the traceless part of 
products of boson operators. This method is not 
suitable for use in general, although it has been 
attempted by Holman4 for SP(4). However his 
space is not completely traceless. A simpler 
method is to realize B with symmetric operators 
aft, chosen so that B is immediately traceless. If 
B is to consist of traceless tensors, then our 
operators aft must satisfy the traceless conditions 

a~r a;r = 0 for O(n) 
or (1. 3) 

€pqa~ta;t = 0 for Sp(n) 

where € pq' the symplectic metric, satisfies 

€ pq = - €qp' 

repeated p, q .•• summed from 1 .,. n. 

t . It 2t k t 
a i i ... ~ = 2::€(ili2 '" 1 k) a i Gi .,. a i (1. 2) One cannot use boson operators for this purpose, 

12 k 12k 
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1. INTRODUCTION 
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In order to obtain explicit stages, the space B can 
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where the bosons satisfy 

[ aT] [at T t.] ai' a j = 0 = a i ,aj • 
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Application of tile Young symmetrizer produces 
the anti symmetrized combinations 

representing columns of the Young tableau. States 
of an irreducible representation of U(n) become 
explicit boson (and multiple boson) operators act­
ing on the vacuum 10). 

For the orthogonal and symplectic groups,B must 
be decomposed further. The operation of contrac­
tion (taking the trace) of tensors belonging to B 
commutes with the orthogonal and symplectic 
transformations. 2 ,3 Hence, we must now project 
out the traceless part of tensors belonging to B, 
and then apply the Young symmetrizer, so as to 
decompose B. 

If we realize B with boson operators as before, 
then we must project out the traceless part of 
products of boson operators. This method is not 
suitable for use in general, although it has been 
attempted by Holman4 for SP(4). However his 
space is not completely traceless. A simpler 
method is to realize B with symmetric operators 
aft, chosen so that B is immediately traceless. If 
B is to consist of traceless tensors, then our 
operators aft must satisfy the traceless conditions 
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because they cannot be made to satisfy either of 
Eqs. (1. 3). 

2. MODIFIED BOSONS 

In order to know what operators are to be used, 
let us see how boson operators are introduced for 
the unitary groups. We can then see what modifi­
cations are necessary. 

We can define a representation T of U(n) in a 
function space R nl by 

T(U)f(x) = f( U-1 x) 

where 

U ( U(n) and x (E ,the n-dimensional Euclidean 
space, and f(x) E: R"nl. This representation will be 
irreducible if the representation space R nl consists 
of homogeneous polynomials of deFee l. If we 
wish to raise the degree ofl E: R n ,we simply 
multiply by x i because xii E: R

n1
+
1 if l E: Rnl. But 

raising the degree of i corresponds to adding a 
particle, Le., applying the creation operator. Simi­
larly, to lower the degree we differentiate: 

Therefore we make the associations 

r 
a i <---7 Xi' (2.1) 

and so we have bosons. 

Under orthogonal transformations, R nl becomes 
reducible. r 2 = x~ is invariant, so that the sub­
space r 2 R

nl
-
2 is invariant and must be factored 

out. We may write 5 

(2.2) 

'where HI is the invariant representation space. 
Now if hi ( HI, then hi is orthogonal to r2 R nl- 2 , i.e., 

and therefore 

(V 2h 1, fl-2) = 0 for all f l-2 l R nl- 2 , 

since the adjoint of x i in R nl is j- , by (2. 1). 
uX i 

Hence 

(2.3) 

Le., HI is the space of all harmonic homogeneous 
polynomials of degree 1. 

The annihilation operator is unchanged since 

(note that V2 commutes with [V2, r2] within the 
harmonic space). We see that the creation operator 
has been modified, and we now have 

a; <---7 (1 - r2 [V2, r2]-lV2)x i 

= x. - 2r2 [V2 r 2]-1 .i...-
t 'oxi 

and 

These operators," modified boson operators," 
satisfy 

[ai' aj ] = 0 

and,hence, 

(2.5) 

(2.6) 

(2.7) 

i i [ai,a j ]:::: 0 (2.8) 

and t 
[ai' aJ] :::: 0ij - a i (n/2 + Ntl aj (2.9) 

where N = a; ap :::: xp ..j- within the harmonic 
uXp 

space. 

Now if we define the unique vacuum by a i I 0) = 0 
for all i = 1, ... ,n, then it follows from (2.8) and 
(2.9) that ai aj I 0) = 0 ij I 0) and then, also 

(2. 10) 

From the uniqueness of the vacuum we have 
a;210) = K 10) for some constant K. An 
arbitrary state I Z) can be written as the sum of 
products of l creation operators, and therefore we 

t21) I)· t2 haveap l =K l ,l.e.,ap =K. 

Hence at = K and the? all 0) ::::K 10) = 0 so that 
we must have K = 0, l.e., 

(2. 11) 

This is the traceless condition (1. 3) required for 
our operators. The adjoint relation at = 0 is the 
harmonic condition on our space. 

We can show from (2.8) and (2.9) that N is the 
number operator,Le.,[N,aJ] = a? and that 

J ij =-i(a;a j -aIa;) 

are the generators of O(n): 

(2.12) 

[J ij , J kl] = i (0 jl J ik + 0 ikJjl - 0 il J j k - 0 jk J it ). 

(2. 13) 
t Also, the ai behave as vectors under orthogonal 

transformations: 

(2.14) 
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We notice that often the aJ defined by (2.8) and 
(2.9) may be regarded as ordinary bosons. 

For symmetric representations (one row in the 
Young pattern) we use the operators defined by 
(2.8) and (2.9) to obtain states of irreducible 
representations of O(n). In order to include extra 
rows, we must introduce more variables: xf i = 1, 
... ,n, a = 1,"', 7t (for:x rows). We then multiply 
7t spaces like Rnt, and factor out the invariant sub­
spaces: 

(2.15) 

where 

(lA) = (lv 12 , "', lA)' 

l a is the degree of homogeneity of f I a ( R nl a, and 
(x a ,xB) = x; xl. We see that h (lA) ( HU).) is 
orthogonal to polynomials containing the factor 
(x a, X B), a, J3 = 1 ... L Hence h (l A) satisfies 

V aB h(IA) = 0, 

where 
a2 

VaB = ---=--­
axpa ax: 

a,{3 = 1"" ,7t, (2. 16) 

and so our invariant carrier space H(IA) is harmo­
nic in all variables. 

The annihilation operator is a/ax~, since 

a a h(IA) (H(Z1 .. ·la-1 , ... lA) (2.17) 
aXj 

if h (LA) f H(lA). The creation operator must 
have the form 

The creation operator must have the form 

x~ - (xa,xB)AaB(a), 

(repeated a, J3, • • . summed from 1, ... ,A), where 
AaB(a) is an operator to be determined. We re­
qUire 

V y€ (xf - (x a ,xB)Aa B(a» h(ZA) = 0, 

[Vy< ,x~] = [v Y< , (x
a 

,x B)] A" Il (a) 

provided 

[Vy€ ,AaB(a)] = O. 

Let 

(2. 18) 

(2.19) 

(2.20) 

be a 7t 2 x 7t2 matrix (symmetric within each pair 
of indices). Then 

AaB(a) = ,6-1(A)(aB)(Y€)[V Y€ ,x~] 

= 2,6-1 (:x) ("BHyo) aO y' 
Xj 

where 

,6-1(7t) (j; lJ)(a B) A(7t) (a (3)(aT) = I) (I' lJ)(aT) 

= ! ( Ii I' a Ii IJ T + Ii I' T li IJ cr)' (2.21) 

The A-I matrix will be.handled only through this 
formal definition, but, for explicit calculations in 
the carrier space, (2. 21) requires more considera­
tion. 

Now 

A(7t)(I'IJ)(aT) = 2[nli(I'v)(aT) + pal' I) (aJl)(aT) 

+ palJ I) (al')(aT)], 

where 

(2.22) 

pI''' = Xll _a_ (2.23) 
Pax" 

p 

is a polarization operator and satisfies [VaT' pI' II] 
= 0 within HllA). Hence, the condition (2.19 is 
satisfied. 

We now have for our operators, which depend on 
the number of rows :X, 

a~t (7t) ~ [1 - (x a, xB) A-l(7t) (0: B)(y€) Vy£] x~ 

= xf - 2(x 0: ,xB) A-l(7t) (a (3){oy) -; , 
aX j 

(2.24) 

(2.25) 

We see immediately that these operators satisfy 

[a~, a;J = 0 

and therefore 

(2.26) 

We also have 

[ aT t] "aT 4 0: t A -1 a 
ai,aj = I)iju - a j ~(o:a)(TB)aj' (2.27) 

where A-I is expressed implicitly in terms of the 
a's according to (2.21) and (2.22) (note that 
plllJ = at t a;). The commutator 

which we need in order to obtain this form, is 
c"lculated using 

The· relations (2.26) and (2.27) are the defining 
relations for our operators, when considering 7t 
rows. We rarely need to know ,6-1 explicitly, 
which is fortunate since this inverse matrix 
quickly becomes complicated. For example, if 
;\ = 2 we have 
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[ai,aJ] = 0ij - ar(n/2 + Nf1aj 

-(b; -a;(n/2 +Nf1pt)Q-1(bj -P(n/2 

+ N)-1 aj ) 

[b i> aJ] = - (ar - b r(n/2 + MtlP)!J-1(b j 

- P(n/2 + N)-l aj ), 

where 

ar =ar,bi =a;t 

(2.28) 

The analysis for the symplectic groups follows 
closely that of the orthogonal groups, with only 
changes in sign, and 0ij -) E ij • 

For one row bosons are sufficient since E aJ a; 
= O. [This is as expected, since SP(2) is gfobally 
isomorphic to SU(2).] For ~ rows we have 

and 
!J =n +N +M-pt(n/2 + Mr1p-P(n/2+Nf1pt, where 

where 

N = pll, M == p2 2, P = P12. 

We define the unique vacuum state by a~ I 0) = 0 
for all (J == 1,· .. ;\ and i == 1," ·n. We have 
immediately a~ a;, i 10) = 15 iJ 15 crT 10). One can show 
from (2.26) and ~2. 27) that 

a~a:ta;iIO) = O. 

For this we need to know 

and 

(2.37) 
where 

~(~ U){crT) 10> = (l/2n) 15(11 U)(o-T) 10) 

calculated from ~ -1 A I 0) == I 10) . 

and is anti symmetric within each pair of indices. 
(2.30) These operators satisfy 

In the same way as before, for one row, we obtain 
the result that our operators obey the traceless 
condition ar a;r == O. 

Other details are quickly obtained from (2.27). 

so that N rr = prro- is a number operator and 
A 

N = 6 parr 
rr~l 

is the total number operator. 

The generator s can be written as 

(2.31) 

"\ at cx at CX J i = - Z 6 (a i a
J
" - a

J
" a i ). (2.32) 

J a~l" 

The a~t behave as vectors under rotations: 

[J rrt] "( rrt rrt) ij' ak == 1 c5 ik a j - c5 jk a i • (2.33) 

We can also write the generators as 

(2.34) 

provided ~ == n. 

The J
rrT carry out transformations on the upper 

indices: 

(2.35) 

[ 
rr T t ] crT 4 cx t -1 /3 

ai,aj ==c5 ij O + EipEjqap A€(cxcr)(T8)aq 

(2.39) 

from which one can obtain the required traceless 
condition 

For two rows [SP(4)] we have 

cr T t] rrT CXT /3rr a /3 rrT 
[ai,aj =15 c5ij+EipEjq(O 15 -15 15 ) 

xa;t(n+Npa!,a,T=1,2. (2.40) 

The generators are 

(2.41) 

satisfying 

[Sij,SkJ == EkjS il + EliSjk + EkiSjl + EljSki' 

(2.42) 
Also 

(2.43) 

One can also write the generators as SaT = 
E o-y P y r + E ry P yo-, transforming the top index jJ. 

iJ t of ak • 

It is possible to carry out an analysis similar to 
that for O(n) and Sp(n) for metrics g which obey 
certain conditions, such as gt g = 1, so that one 
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may also have modified bosons for the noncom pact 
groups. 

3. BASIS STATES FOR IRREDUCIBLE 
REPRESENTATIONS OF O(n) 

In this section we use the modified bosons to 
obtain the states of highest weight for O(n), from 
which we will obtain the general state, in the 
Gel' fand basis, for 0(3) and 0(4). An arbitrary 
basis state is obtained from that of highest weight 
by application of the lowering operators. The 
raising and lowering operators for O(n) have been 
obtained by Pang and Hecht6 and Wong. 7 Wong8 

has indicated how one can obtain the general 
Gel' fand state using bosons, but it will be seen 
that our modified bosons permit a much greater 
simplicity, and reveal the group structure more 
fully. 

The Gel' fand state has been explained by Pang 
and Hecht. 6 The state of highest weight is 

Imax) = 

with 

1112k,l 111 2k,2 ••• 111 2k,k-1 111 2k,k 

111 2k,l m 2k,2 .. ·m2k•k- 1 

(3.1) 

m 2k•1 ;;;, m Zk•2 •• , ;;;, Imzul for 0(2k) (3.2) 
and 

111 Zk+l.1 m Zk+1•2 ••• 111Zk+1.k ) 

Imax) ::::: m Zk+1•k 

m 2k+l.l 

(3.3) 

with 
m 2k+1 •1 ;;;'mZk+1,Z ••• ;;;, m 2k+1.k for 0(2k + 1). 

Let 
crt crt ,crt k 

Ai = a2i- 1 - ta2i i = 1, . .. , 

where the a's are our modified bosons. 
also use 

(3.4) 

(3.5) 

We will 

- crt crt , crt 
Ai = a2 i-1 + za2 i , i = 1, ••. k. (3.6) 

Then 

I max) = M-l/2 (Ai) m n•1-mn ,2 (Aiz) m n .2-
m

n.3 X ••• 

t mn k-l-mn k t mn.k 
X (A12 .•. k-1)' • (A 12 .. · k) , (3.7) 

where M is the normalization factor, and the anti­
symmetric combination Ai2 ... p is defined as in 
(1. 2). 

We see that for this expression to be meaningful, 
all the m n • i' i = 1, ... ,k, must be nonnegative in­
tegers satisfying (3.2) and (3.4). Because of our 
global treatment of O(n), only the tensor represen-

tations appear, and the mn.i cannot be half integers. 
However we can include the case,for 0(2k), when 
m 2k.k becomes negative: 

[max) =M-1/2(Ai)m2k.l-m2k.2 ••• 

(3.8) 

where 
-t ",.. iit ik_1t _ik t 

Ai j ... j = L.J E(Xl ••• zk)A 1 ••• A k- l Ak • 
12k . 

To show that Imax> given by (3.7) or (3.8) is the 
state of highest weight, we use Cartan's theorem 
which states that the highest-weight polynomial, 
in a basis for an irreducible representation of a 
semi simple Lie group, is unique. From the con­
siderations of Sec. 1, we see that (3.7) and (3.8) 
are states in a basis for an irreducible represen­
tation of O(n), since they are linear combinations 
of traceless tensors, each with a definite symmetry. 

The weight of these states is given by 

J 2«, 2«_1Imax) = m n .« I max} Q' = 1,'" k. 

(3.9) 
We have 

so that 

Hence (3.9) follows. 

The states (3.7) and (3.8) are of highest weight 
because 

D~+l [max) = O,p = 1"" .k -1, 
k-l I A k max) = 0 for 0(2k) 

and 
D:+1 Imax> = O,p = 1, ... k - 1, 

E~k+ll max) = 0 for 0(2k + 1), 

(3.10) 

(3.11) 

D
p Ak-l Ek • • t f where p+l' k , Zk+l are ralsmg genera ors 0 

0(2k) and 0(2k + 1) corresponding to the simple 
rOQts, as defined by Wong. 7 

We have 
p crt crt 

[DP+l,Ai ] = 6i-lpAi-l 
with 
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and 
p -crt] [D p+1 ,A k = 0, 

so that 

[D P At ... ] - 0 q - 1 ... k p+1' 12 q - , - , 

and -t 
[D!+V A 12 ... k] = o. 

Also 

so that 

k-1 t 
[Ak ,A12 ... q] = 0, q = 1," .k, 

and 
[A k-1 A-crt] __ A crt 

k , k - k-1 

so that 

k-1 -t 
[Ak ,A12 ... k] = O. 

Hence (3. 10) follows. 

We have also 

[E:k+vAft] = 0 

so that (3.11) follows. 

Hence (3.7) and (3.8) are solutions of (3.10) and 
(3.11) with weights given by (3.9) and by Cartan's 
theorem they are the only solutions. These are 
then the required states of highest weight. 

The task of calculating the normalization M is 
greatly simplified by the fact that A7t , If?t 
behave as ordinary bosons, Le., 

(3. 12) 

where I L) is a state consisting of A's only. 
(3. 12) can be proved from the commutation rela­
tions (2.26) and (2.27), but is most easily seen 
from the realization (2.24) of art. We have 

AftA;t 10) 

= [(X~i-1 - ix~d - 2(x IX, xB)~-(~ 8 Hoy) 

x (_a - i_a )J ( T ix T ) 
axY. axY. x 2j-1 - 2j 

2,-1 2, 

(3.13) 

We see that, in the state of highest .weight (3. 7), 
only the boson part of the modified bosons give a 
contribution. 

With the state of highest weight we associate the 
Young tableau with mn,i i's in the ith row,for i 
= 1," .,k. Ftom this tableau we can write down 
immediately the normalization in terms of hook 
lengths.9 Under an analysis similar to that for 

this section, sp(n) reveals many of the same 
features. 

4. STATES FOR 0(3) AND 0(4) 

Let us first mention 0(2), The general state is 

( t . t)m 
a1 - ta2 

1m) = / 10), m ;;. 0, 
(2 mm!)12 

( t . t)-m 
a 1 + ta2 I = O),m ~ 0, 

(2-m(- m)! )1/2 

(4.1) 

(4.2) 

and J 21 1 m) = m 1m) (m is any integer). For 0 (3) 
the state of highest weight is 

, ~ > = M(Z)-1/2(ai - iaJ)1 10), M(l) = 21[!. 
(4.3) 

Let 
(4.4) 

Then the lowering operator is J _ and 

J_I ~>=-i[(I-m+1)(I+m»)1/21~_I>' 
(4.5) 

We obtain for the general state 

where 

M(m) = 211!(1- m)!(l + m)!/21! (4.7) 

To obtain this result, we use the traceless con­
dition in the form 

(4.8) 

We also interpret negative powers of ai - ia~ with 
this relation, Le., 

(4.9) 

Hence, 

(4. 10) 

is the minimal state. 

We could treat the state of highest weight as con­
Sisting ofbosons, but we could not then use (4.8), 
and the general state (4.6) would lose its sim:' 
plicity. One would obtain (4.6) with 

tl-m ( a )z-m a3 = X3 - r2(.3 + 2N)-1 aX
3 

in expanded form. The general state (4.6) is the 
operator form of spherical harmonics. 

If we wish to add extra rows to the Young sym­
metry pattern, then we know2 ,3 that tensors for 
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which the sum of the lengths of the first two 
columns is greater than three are zero. This is 
shown in the following relations, which follow from 
the traceless conditions (1. 3). 

aijaJk = 0, i,j, k = 1,2,3 (no summation)(4.1l) 
and 

t2 0 t tot to" 1 2 3 a123 = ,a i a123 = ,aija123 = ,z,} = , , . 
(4.12) 

For two rows, the state of highest weight is 

I
l) (t . t) Z-l( t . t ) 10) I 0:: a 1 - za2 a32 - za13 (4. 13) 

and 

I ~) = M (m)-1/2 [1 ~ 1r
/2 

(- i)l-m(ai - ia~)m 
x ajl-m-laJ110) (4.14) 

to obtain which, we use 

where 

provided m 2 ~ O. 

The lowering operator, obtained from Wong,7 is 

where 

(4.20) 

(4. 21) 

where 

N = 21(2l + 1)(m1 - 1 + 1)(m1 + 1 + l)(Z + m2) 

(4.15) x (1- m
2

). 

Here 1 is any positive integer. The 1 = 0 state is 

(ai23N3T)IO) (the triple scalar product). 

For 0(4) the state of highest weight is 

(4. 16) 

(4.17) 

In order to obtain (4.22), we must use, in particular, 

A t ( t t) 'At( t . t) (4 24) 12 a12 + a34 = t 1 a 3 - za4 • • 

The action of L_ is remarkably simple,Ai being 
t changed to a4: 

(4.23) 

The general state of the Gel' fand basis is now x tmJ-m A tm-m2A tm2 10) 
obtained by lowering m from its highest value 1 to a4 1 12 , (4. 25) 

a general value m, using J _ (l - m) times on 
(4.22). One obtains Jacobi polynomials: where 

Il) 22m+m2-ml(m1 + 1)!m2!(m1 -l)!(l - m2)!(l + m2)!(l + m1 + 1)! 
M\m = (21 + 1)(m1 + m 2)!(m1 - m2 + 1)J(l + m)J(l- m)! (4.26) 

To show this, one uses the formula 

for positive and negative Q' and {3. 

If the top indices of the Jacobi polynomial become 
negative we use the formula 

The negative exponents of Ai, which may appear, 
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are interpreted with the relation (4.24) and 

Hence, for example, if m ..,; - mz, 

x p (-m-m2 ,m2-m) (;a~) 
l+m . t 

ta4 

(4.30) 

If mz == 0 (i.e., only one row in the Young pattern) 
the general state (4.25) is expressed in terms of 
Gegenbauer polynomials. 5 

From the general state, one can find the matrix 
elements of J 43: 

rnz) == i [([ + m + 1)([ - m + l)(ml - [)(m l + [ + 2)([- mz + 1) 

(21 + 1)(21 + 3)(1 + l)Z 
x··· 

J
l/2 I m l mz) m(m l + 1)m2 j m l ma) 

x (l + mz + 1) !;1 + 1(l + 1) ~ 

. [(1 + m)(Z - m)(m l - 1 + l)(ml + 1 + l)(Z - mz)(l + ma)] liz \ m l 
- z 1-1 

(2l + 1)(21 - l)la m (4.31) 

which is as required. 10 

This result is obtained by means of the standard 
differentiation formulae, and recurrence relations 
for Jacobi polynomials,l1 

One can also carry out a similar analysis when 
m 2 ..,; O. The state of highest weight is 

where 

2m l- m2(- m2 )! (m1 + 1)! 
M-- (m l + m2 + 1) (4.33) 

Formulas similar to (4.29) hold, e.g., 

(4.34) 

(4.32) and the analysis proceeds in the same way. 
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A compact proof of the Jahn-Teller theorem is given. The method distinguishes between two cases: 
(1) If the irreducible representation r to which the wavefunction belongs is reducible under one of the 
subgroups Gs which leave one atom invariant; the proof is trivial and would apply in space of any m,unber 
of dimensions. (2) If r remains irreducible under all Gs ' more detailed attention is necessary. In two 
or three dimensions, however, it is straightforward to establish the theorem for this case. It is further 
shown that in composite-dimensional spaces, some violations of the theorem would be found under (2). 

1. INTRODUCTION 

In 1937,Jahn and Teller! proved the following 
theorem: If a molecule has a degenerate electronic 
wavefunction, it is unstable with respect to dis­
placements of the atoms, unless all the atoms lie on 
a line. The proof was restricted to the case of 
spinless electrons or a molecule with an even 
number of electrons. This restriction was soon 
removed by Jahn,2 who showed that it is true for an 
odd number of electrons, except that the Kramers 
degeneracy does not produce instability. In both 
cases the kinetic energy of the nuclei was neglect­
ed, so that the statements refer to the equilibrium 
positions of the nuclei in the Born-Oppenheimer 
approximation. The theorem was proved by ex­
haustion; that is, for each of a sufficiently large 
number of structures (in general, several for each 
point group) and the corresponding possible sym­
metries of electronic wavefunctions, the theorem 
was verified as a special case. The result is so 
simple that a more direct approach seems desir­
able. Such a proof is the main purpose of this paper 

One reason for wanting a more deductive proof 
is that the proof by exhaustion gives no feeling 
whether the theorem is "accidental" or whether 
it reflects a much more general result. With 
this in mind, we shall proceed as far as possible 
without restricting ourselves to three dimensions. 
It will indeed turn out tliat the theorem is not true 
in a composite (as opposed to prime) number of 
dimensions. Unfortunately, the extent of its truth 
in prime-dimensional spaces will not be fully 
answered. 

As shown by Jahn and Teller, the proof of the 
theorem is equivalent to the following group-theo­
retical problem. 

Let r
D 

be that representation of the point group G 
whose basis functions are all the possible linearly 
independent displacements of the atoms of the 
molecule under discussion. This will include r v' 
the possibly reducible representation according 
to which a vector transforms and rA , the repre­
sentation of an axial vector-the latter correspond­
ing to rigid rotations of the molecule, the former 
to rigid translations. We want to consider the 
representation ~ = rD - rv - rA • Now,if r 
is the representation according to which the elec­
tronic wave function transforms the products 
l/I~% belong to the representation r* r. The im­
position of time-reversal symmetry, however, 
requires that r be a real representation, which may 
possibly be decomposable into two absolutely ir-

reducible representations. Following Lyubarskii, 3 

I shall call such representations, which are irre­
ducible under the restriction that all matrix ele­
ments are real, physically irredUCible. Time 
reversal further requires that we consider not r 2, 
but [r2 ], which designates the appropriately sym­
metrized or anti symmetrized product of r with 
itself. If X(R) is the character of r, the charac­
ter of [r2] is [~] = Hx2(R) + K2x(R2)], where 
K'i!. = 1 for single group representations and K2 = 
- 1 for double group representations. Now the 
number of independent matrix elements of a per­
turbation which transforms according to I'D with 
states of r is 

the sum being extended over all g elements of the 
group; XD is the character of I'D' 
Now rD will, in general, contain No displacements, 
such as expansion of the whole molecule, which 
belong to the identity representation r o' Such 
displacements cannot change the symmetry, so 
we are not interested in them and,finally, we want 
to consider not ~ but rD = r D - Nor 0 - r; - r~, 
where r;,<r~) is r v<r~ with any identity represen­
tations removed to avoid over subtracting. Finally, 
then, the essential question is is N' > O? 

N' == ND - No - N~ - N~, 

1 
ND == Ii E[X 2JxD, 

N~ == ~ E[X 2Jx;, 

N' - 1 E[ 2] , . A = g X XA' 

_ 1 
No = g EXD' 

(1. 1) 

This is the question Jahn and Teller answered by 
exhaustion. 

It is worthwhile to emphasize that (1. 1) has three 
simple interpretations. The one most frequently 
encountered is that if (1. 1) is satisfied, a displace­
ment of rn will lower the energy of the electronic 
state r; for since rl, does not contain r 0' all 
matrix elements must lead to a breaking of the 
degeneracy, with a consequent lowering of the 
lowest eigenvalue. Alternatively, one can say that 
the charge density in a particular state l/Ia cannot 

1890 
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have the full symmetry of G, but will in general 
have components belonging to all other represen­
tations which occur in [r2). If there are displace­
ments with any of these symmetries, they will feel 
a force and the molecule will distort. Finally, when 
we view the molecule as having vibrational de­
grees of freedom, (1. 1) expresses the condition 
that there be matrix elements between the states 
of tJ; of r, and the states formed by exciting a 
vibrational degree of freedom to its first excited 
state while leaving the electronic state at the same 
energy. These matrix elements will tMn lead to 
strong correlations between the electronic charge 
distribution and the nuclear configuration, without 
charging the over-all symmetry of the state. 

2. THE PROOF 

We start with an outline of the proof. The first 
step is to show that the calculation of ND or No 
can be reduced to a calculation in the subgroups 
Gs under which individual atoms are invariant. 

The first use to which we put this result is to 
demonstrate that we can forget about N~ in (1. 1). 

We then show that if r is reducible under some 
G s' the Jahn-Teller instability follows imme­
diately. 

The case that r is irreducible under all the sub­
groups of the atoms is then treated in two and 
three dimensions, where it is easily shown to lead 
to no difficulties. The consideration of higher 
dimensions is deferred to the next section. 

A. Introduction of Subgroups Gs 

We start with the well-known and obvious fact that 
r D = r pr v' where r p is the representation of the 
group as a group of permutations of the nuclei. 
If the operation R of G takes nucleus a into the 
site of nucleus (3, we have D:a(R) = 1, if not, it 
is zero. In general,D{a(R) = o({3,Ra). Thus 

xJR) =:6 o(a,Ra) and XD(R) = Xv(R):6 o(a,Ra). 
a a 

Now, in general, a given nucleus is not taken into 
the positions of all the other nuclei by the opera­
tions of G: rp, in general, is intransitive. We can 
divide the nuclei into transitive sets r s ' such that, 
in each set, each nucleus is carried to the posi­
tion of any other member of the set by some 
operation of G. 

If, for any representation r, we want to know 
g-l:6 Xp (Rh (R), we can now write 

G 

g-l:6XJR)x(R) =g-16 o(a,Ra)x(R) 
G a,R 

= g-16:6 :6o(a,Ra)x(R). 
s aels R 

(2.1a) 

If we pick a particular nucleus a, o(a, Ra) = 0 
unless R belongs to the subgroup which leaves a 
invariant. For any other member of the same r s ' 

a similar situation holds and the subgroup will 
be conjugate and therefore isomorphic to the 
subgroup for a. Thus the sum of the characters 
X (R) will be the same for the subgroup of each 
a in one r s ' and we can call the subgroup G s' The 
order gs of Gs is clearly g divided by the number 
of nuclei in rs' Thus we have 

(2. Ib) 

In particular, from (1. 1) 

ND = :6g;16[x2 )Xv, 
S G s 

No =:6 g;1L; Xv' 
s Gs 

B. Elimination of N~ 

(2.2) 

The first thing we want to do with this result is to 
show that we need not worry about N~ in (1.1). To 
do this, we shall prove that if any irredUCible 
representation can occur in [r2) for some r, and 
if it is contained in rv ' it is contained more times 
in rD' The proof applies in space of arbitrary 
dimensionali ty. 

Let us then consider a physically irredUCible 
representation r i which occurs.li times in the 
reduction of q., It is contained ni times in rD , 

where, from (2. la) and (2. 2), 

fli = :6 gs-l:6 X ~Xi =:6 gs-l:6 Xi xjIj 
s G s s GS'j 

so that 

Ns being the number of different transitive sets 
rs' The equality ni = li holds if and only if the 
following conditions are fulfilled: 

(1) Ns = 1. That is, all atoms are the same and 
are related to each other by symmetry operations 
of G. 
(2) r i is irreducible under Gs ' 

(3) No other Ij in r v is equivalent to r i under 
Gs ' 

Now, condition (2) requires that the molecule have 
zero extension in all li subspaces of r ~ belonging 
to r i • (If not, the nonvanishing projection of the 
radius vector of an atom in r i would be an in­
variant under Gs and thus belong to rounder Gs ') 
From this it follows that G must contain the 
entire orthogonal group O(di) for the subspaces 
ri • In particular, G would contain the operation 
Ji , the inversion operl;ltor in the subspace. For 
any r, [r2] is even under Ji ,while rj is odd. 
Thus, such a r i could not occur in any [r2]. 

Therefore, if r i can occur in [r2] and does occur 
li times in r;, it occurs more times in rD(n i > lJ. 
We can indeed forget about N~ in (1. 1). 

We return to consider (2.2). Under any Gs ' r v 
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certainly contains r 0 at least once, since Gs is 
defined as the group under which a vector from 
the center to a nucleus remains invariant. 

c. r reducilile under some Gs 
If, under some Gs ' r is not physically irreduCible, 
[r2] must contain r 0 more than once. Thus 
ND - No will be positive. 

This result also has the meaning that in the sub­
representation of r D consisting of motions of the 
nuclei along their radius vectors (which belong to 
rounder Gs )' there is at least one set of displace­
ments whiCh transform according to a represen­
tation rj which also occurs in [r2] and which is 
not r o' Furthermore, none of these displacements 
can be a rotation of the molecule as a whole, since 
rotations are compounded of motions of each atom 
perpendicular to its radius vector. We need not 
worry about N~ in this case, then. 

This subsection demonstrates that a molecule is 
unstable unless r is physically irreducible under 
all Gs ' 

D. r irreducible under all Gs 
We must finally consider the case that r remains 
irreducible under all Gs ' When r v is completely 
reduced under Gs ' it contains r 010 times with 
lo === 1. The remaining part we call r~. If r is 
physically irreducible under all Gs ' we have from 
2.2 that 

ND - No = ~gs-l L.:fx 2Jx'v (if r is 
Gs 

irreducible under all G 5") (2.3) 

In two or three dimensions this problem is quite 
simple though a bit tediOUS, at least in compari­
son with the previous section. The simplicity 
is due to the fact that the Gs of an atom not at the 
center of the molecule is one of the following 
groups: 

(1) Cn,one n-fold axis of symmetry. 
(2) Cn v' Cn supplemented by mirrors containing 

the axis, 
(3) Cs,onemirror plane. 

These groups have only one- and two-dimensional 
physically irreducible representations. Therefore, 
being degenerate by hypothesis, r can only be two­
dimensional. The following cases must be con­
sidered: 

(a) If r is a double group representation, it has 
only the Kramers degeneracy, which cannot be 
split while time-reversal symmetry is preserved. 
Hereafter, only single group representations will 
be conSidered. 

(b) If all atoms are on a line, the physically ir­
reducible representations are characterized by 
an angular momentum l, 1=== O. [r{] contains r 0 

and r 21 under Gs as under G. Since r v contains 
only ro and r1,ND = No and no instability occurs. 

These are the two exceptions noted by Jahn and 
Teller. 

(c) If, under G, r v has no three-dimensional 
irreducible component, but the molecule is not 
linear, there must be atoms whose Gs is a sub­
group, not necessarily proper, of C ~. These Gs 
have only one-dimensional irreducible represen­
tations, so r could not remain irreducible under 
it. In other words, this case does not arise. 

(d) This leaves the case that r v' and also r A , are 
three-dimensional irredUCible under G, while r 
is two-dimensional under G and all Gs ', Evidently, 
[r2] cannot contain r v or r A • 

The groups involved are the tetrahedral groups 
T, Td , and Tk , the octahedral groups 0, 0h' and 
the icosahedral groups I and Ik • A glance at the 
character tables shows that the last two have no 
two-dimenSional physically irredUCible repre­
sentations, while .the other groups do have some 
(in the case of T, one pair of absolutely irredu­
cible representations). For all these represen­
tations, [r2] contains a two-dimensional represen­
tation which also occurs in the reduction of the 
representation corresponding to uniform strains. 
Sinc~ any molecule belonging to one of these 
groups must have finite extension in all directions, 
it must have, in its rD , displacements corresponding 
to all possible strains. Thus this two-dimensional 
representation contained in [r2] is also in rD , 

which establishes the theorem for this case. 

I will briefly sketch the main points of a more 
deductive proof. One easily shows that if some 
Gs is C3 or C3v ' its only degenerate representa­
tion is contained in both [r2] and r ~ under Gs ' 
which establishes the instability for such cases. 
For axes with n === 4, this argument does not work 
and we have to show instead that such cases do 
not arise. We note that r 2 must contain a one­
dimensional representation other than the identity 
(and even under inversion if it is in G). Since I is 
simple, neither it nor Ih have such a representa­
tion, and they cannot have a two-dimenSional r 
according to this argument. This leaves only the 
need to show that one cannot have r remain ir­
reducible under fourfold axes. This is easy to do 
using the intermediate group D 4' but to save space 
we leave the details to the reader if he be in­
terested. 

The net result is that the Situation posed at the 
beginning of part (d) can occur only in the groups 
T, Td , Th , 0, Ok' and then only if all atoms lie on 
threefold axes, so that the molecules must con­
sist of a set of cubes or tetrahedra-the atoms 
being at the apices. Furthermore, the usual as­
sumption of point or spherical nuclei eliminates 
some of the possibilities, forcing the symmetry 
to be Ok if the nuclei are arranged on cubes or 
Td if some are on tetrahedra. In the former there 
are two possible r' s, in the latter, one. Thus the 
total number of cases under subsection D, aside 
from the exceptions (a) and (b), is very small, 
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especially if one considers the number of mole­
cules in the shape of cubes. 

E. Two- and Three-Dimensional Results 

We conclude this section with two simple results 
valid in two or three dimensions. They can be 
proved by general but messy arguments, and I 
shall merely quote them with the remark that 
they can be established readily by reference to 
character tables. 

(1) In two or three dimensions, no irreducible 
component of rA can be contained in any [r2] 
unless it also occurs in [r~]. 

(2) For the crystallographic point groups and 
the icosahedral groups, [r2] always contains a 
symmetry-breaking component of [r?] if r has 
more than Kramers degeneracy, where r~ is 
the degenerate physically irreducible component 
of rv' 
From (2) the validity of the Jahn-Teller theorem 
for molecules with these symmetries follows from 
the fact that any such molecule has a distortion 
with the symmetry of each physically irreducible 
component of [r~2], namely those arising from a 
uniform strain of the molecule in the subspace 
r~. 

Similarly, (1) shows that N~ can be neglected in 
(1.1) for two or three dimensions. 

Statement (2) also means that, in crystals, the 
Jahn-Teller splitting of defect levels can always 
be accomplished by motions of atoms in the near­
est-neighbor shell, provided the shell does not 
consist of two atoms in a line with the defect, or 
one atom. 

3. EXCEPTIONS IN MORE DIMENSIONS 

It will be seen that the last step of the proof gives 
no' confidence in the generality of the theorem. 
Therefore in this section we shall consider a 
larger class of groups in all dimensions. I have 
not been able to treat the general situation of 
molecules in n dimensions, but the consideration 
of Single-valued groups for regular polytopes4 

in n dimensions yields some interesting results. 
First we review the types of such polytopes. 

It is clear that in any number of dimensions n, 
there must be an analog to the regular tetrahedron. 
This is most easily constructed in n + 1 dimen­
sions and consists of the pOints (1,0,0,"',0) and 
all other pOints on the positive axes at one unit 
from the origin. Projected into the hyperplane 
6Xi = 1, this yields an' the simplex polytope in 
n dimensions. Its group is clearly Sn+l' the sym­
metriC group on (n + 1) objects. 

Similarly, in n dimensions, we can consider the 
2n pOints (± 1,0,"',0), etc., which form f3n the 
cross polytope, the analog of the octahedron. We 
shall call its group ~\. It may be characterized 
as follows. An invariant subgroup 6n consists of 

all diagonal matrices with diagonal elements ± 1; 
the factor group 0n/6n is Sn' Thus the order of 
6 n is 2n, and the order of On is 2nn! The same 
group characterizes the measure polytope, the 
analog of the cube, consisting of the point 
(1, 1, ••. , 1) and all points produced from it by 6 n • 

For n > 4, this exhausts the regular polytopes. 
For n = 4, there are three others, two belonging 
to one group, while for n = 3 there are, of course, 
the icosahedron and dodecahedron, and, for n = 2, 
all regular polygons with five sides or more. 

We shall proceed with a discussion of On' ~n is 
generated by the groups ai' i = 1, ... , n, ai being 
a reflection in the hyperplane Xi = O. 

Its 2n irreducible representations are one dimen­
sional and can be characterized by an array (1, 
- 1, ... ) indicating which ai's are represented 
by 1 and which by - 1. They fall in sets, each 
member of a set having the same number t, of 
- l's. Under the full group, the members of a 
set are associated,5 and when an irreducible 
representation of On is decomposed under ~n' it 
contains members of just one set, and all the mem­
bers of this set will be contained an equal number 
of times. 

Now consider the group Gs of an atom in a mole­
cule with this symmetry. We can, without loss of 
generality, write its position as (a l , a2 , a3 , .•• ), 
with a l ~ a2 ~ a3 ~ ••• ~ an ~ O. Then we can 
call the number of zeros no, the number of the 
smallest positive a , n l' etc. The group Gs will 
then be On X Sn .••• ~n will be the largest 
subgroup 3f 6 n ~ontained in Gs ' and the irreducible 
representations of G s will be characterized, 
among other ways, by t', defined with respect to 
~n 0 as t was with respect to ~n' 

A. The Case 0< t<" 
(1) If no ~ 0, the reduction of r under ~n will 
contain representations with more than OIfe value 
of t' and will be reducible. 

(2) If no = 0 but n l ~ n, we can consider the 
intermediate group On X Sn X "'; by the argu-

1 2 
ment just made, r is reducible under this group, 
and, a fortiori, under G. = Sn

1 
X Sn2 X •••• 

(3) If no = 0 and nl = n, we want to know if r, 
irredUCible under On' can be irreducible under 
Gs = S n' This question is answered in the nega­
tive in Appendix A for 0 < t < n. 

Thus, for all cases with 0 < t < n, r cannot be 
irredUCible under Gs '. 

B. The Case t = n or 0 

If t = n, multiplication by II nx i changes it to one 
with t = O. The squares of the representations 
are identical so far as symmetry is concerned, 
so we need only consider the case t = 0 explicitly. 
We note first that [r2] cannot contain r v or rA 
since all powers of r contain only components 
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with t = 0, while r v and r A have t = 1 and 2, 
respectively. Thus we need only consider whether 
ND > No' 

(1) If no = 0 and n1 = n, any representation of 
en with t = 0 is irreducible under Gs = Sn' The 
remaining question in this case is whether [r2] 
contains r~, the (n - I)-dimensional subrepresen­
tation of r v which remains after the component 
invariant under Gs has been taken out. Here, with 
Gs = Sn' r~ is the representation designated by 
the partition (n - 1, 1). It is shown in Appendix 
B that, for a very special class of degenerate 
representations, [r2] does not contain (n - 1,1) 
under Sn' This class contains those representa­
tions with rectangular Young patterns and no 
others. This requires that n be a composite num­
ber, not a prime. 

If n is composite, a molecule in the form of the 
measure Polytope admits wavefunctions which do 
not exhibit the Jahn-Teller instability. 

(2) For any other set of n i 's, the question is 
whether a representation r of Sn can remain ir­
reducible under S x S x.·.. In Appendix B no n 1 
we find that the answer IS no unless one n i is 
n - 1 so that Gs is Sn-1 (or e -1' which amounts 
to the same thing for t = D,n). Even then,only 
r's with rectangular Young patterns remain ir­
reducible. As just discussed, [r2] does not contain 
(n - 1,1) under Sn' but under Sn-1 the pattern is 
no longer rectangular, so [r2] does contain r ~ 
= (n - 2, 1), and ND > No by (2.2). 

Thus, case (1) of Sec. 3B contains the only excep­
tions to the theorem for groups en. 

The case for groups Sn is readily seen to be 
exactly equivalent to case (2) of Sec. 3B. For the 
group Sn of the simplex polytope in (n - 1) dimen­
sions, the only Gs for which a r can remain ir­
reducible is Sn-1 and, just as above, we find that 
ND > No' Thus these groups produce no excep­
tions. 

We conclude this section by checking to see if any 
further exceptions can be found in a few Simple 
subgroups of en for n prime. 

First we consider P n , the proper subgroup. The 
three-dimensional example is O. en is the direct 
product of Pn and J, the inversion group, and its 
irreducible representations are irreducible 
representations of Pn with the additional property 
of being odd or even under inversion. Now let us 
take a molecule with symmetry Pn (we can assume 
that, except possibly for an atom at the center, 
none of its atoms has an inversion imag~ther­
wise it would be unstable under en and, a fortiori, 
under Pn ) and combine it with the molecule ob­
tained from it by inversion. This molecule has 
symmetry en and is unstable, but its r D consists 
of pairs of representation, identical under Pn , but 
opposite under J. In fact, it consists of r D for the 
original molecule, with each r i in r D replaced by 
rt + r i-. [r2] cannot contain any r-. Thus some 

r i in r D must be contained in [r2], and any mole­
cule with Pn symmetry is unstable if r is de­
generate. 

The group Tn generated by 6: and Sn' where 6: 
is the subgroup of .6 containing an even number 
of reflections. The full tetrahedral group Td is an 
example. This group again does not contain J 
which commutes with all its members, so en is 
also the direct product of en and J, and the argu­
ment proceeds as before. 

Next let us consider Qn' generated by 6n and A" 
the alternating group on n objects. The three­
dimensionaJ example is Th • The analysis of this 
group proceeds almost step for step like that of 
en' the only different result being that, if n = [2 + 1, 
the representations with t = 1, induced from the 
representations of An - 1 belonging to the partition 
(i/), are irreducible under Gs = ~; furthermore, 
[r2] does not contain r v under A,. However, this 
does not lead to violation of the Jahn-Teller 
effect in any prime-dimensional spaces, because, 
if a molecule contained only atoms with Gs = A, 
[that is, atoms at (1111' .. ) and all pOints obtained 
from it by sign reversal], it would actually have 
the full en symmetry. 

Finally, we can consider the group Rn , the common 
subgroup of the other three, generated by 6: and 
An' exemplified by T. Again, Qn is the direct pro­
duct of R n and J. Thus the argument used for P n 

and Tn works, provided we note that a molecule 
with atoms only at (111··.) and pOints obtained 
from it by changing an even number of l's to - l's 
would have the group Tn' 

4. DISCUSSION 

We see that it is possible to give a reasonably 
compact and deductive proof of the Jahn-Teller 
theorem in two and three dimensions, though final 
cutting off of the retreat of the special case in 
the cubic groups is not particularly satisfying. 
In this sense, it is, perhaps, gratifying that excep­
tions were found in higher dimensions, since it is 
now clear that no really general arguments would 
be expected to work. 

It would have been nice to be able to clean up the 
remaining question: Can there be molecules in 
prime-dimensional spaces which violate the 
theorem? I have wasted considerable effort in 
this direction, with no fruitful result. It is, of 
course, clear that exceptions, in any case, must 
be quite rare, but this was obvious before the 
present investigation. 

After the completion of this work, I learned that 
Ruch and Schonhofer had already published a proof 
of the theorem which eliminated the detailed 
examination of special cases. 6 There is a close 
connection between the two proofs but I feel that 
the present method uses the basic ideas in a more 
direct fashion and reveals more clearly the 
distinction between general and special features: 
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The result of Sec. 2A above is a more direct 
and powerful form of the basic argument of Ruch 
and Schonhofer .as contained in their conditions 
1 and 2 and their Appendix. As a consequence, 
they are not led to make the basic distinction 
between r's which are reducible under all G s and 
those which remain irreducible under all G s. It 
is just this distinction, it seems to me, which is 
responsible for the peculiar combination of ob­
viousness and difficulty of proof which charac­
terizes the Jahn-Teller theorem. We found that 
practically all cases fall into the former category, 
Sec. 2C, for which the proof was remarkably Simple. 
While the proof of the other part was considerably 
less appealing, it serves to emphasize the rather 
"lucky" nature of at least this part of the theorem, 
and to indicate a closer connection with the actual 
exceptions noted by Jahn and Teller and the 
imaginary exceptions we found in Sec. 3. 

APPENDIX A 

We consider whether a representation of On can 
be irreducible under Sn' A little contemplation 
suggests that we try to construct representations 
of 19 n as follows. For given t, conSider the sub­
group I9 t x I9n - t . For I9 t take the product xlx~x~'" 
x?+ 1 and all these obtained from it by permuting 
the indices. These form a basis for the regular 
representation of St' which can be reduced by 
choosing linear combinations A'tpI.'(x1••• Xt). Pro­
ceed Similarly for I9n- t , using the first (n - t) 
positive even integers as exponents, obtaining 
basis functions Bllou(xt +1 ' •• xn ). Here 0' and {3 
designate an irreducible representation which 
will occur, in general, more than once, the occur­
rences being labeled by p and a, while J.L and II 

label the rows and columns of the matrices. Now 
for fixed 0', {3, p ,and a, construct similar functions 
for all other combinations of t and (n - t) indices. 
This set of functions for fixed ex, (3, p, and a, obviously 
forms the basis for a representation of I9n , which 
will be shown to be irreducible. Let us label these 
functions l/I(ex, p, J.L; (3, a, II; S), where S stands for 
the set of indices whose x's have odd exponents. 
The character of the group element IT(afi)p is 
then 

X(t, a, (3; np P) = ~ 6(S, PS)X,,(P)Xa(P) exp(~nisihTi, 
s 

(A1) 

where 6(S, PS) = 1 if P takes the set S itself and 
zero otherwise. X aX a is the character of P in 
the subgroup of type ~ X Sn-t associated with S, 
and si is 1 or 0, according as i belongs to S or not. 
Rather than evaluate X, we shall directly square 
it and sum over the group: 

~X2 = ~ 6(S, PS)6(S', PS')X~(P)X~(P) 
ni,P.s s' 

x IT (_ 1)ni (si- sP. 
i 

(A2) 

Now the sum over ni = 0, 1 vanishes if si - sf ;" 
O. This must occur for some i if S ;" S'. Thus we 

can restrict the sum to terms S = S', and obtain 

~X2 = ~ ~ 6(S, PS)X~(P)X~(P) 
n; S,P 

:;:: 2n[n!/t!(n -t)!] t!(n -t!) = 2nn! =g, (A3) 

where 2n comes from the sum over ni' the next 
factor from the number of S's for given t, and the 
last two from the sum of x~(P) over St and the sum 
of x~(P) over Sn-t' using the irreducibility postu­
lated earlier. Had we used different a's and {3's 
with Sand S' we should have found in identical 
fashion that the characters were orthogonal. 

Thus we have a set of irreducible representations 
of 19", characterized by t, a, (3. To see if they are 
complete we need only calculate the sum of the 
squares of their dimensions. 

n! 
d(t, ex, (3) = dexd ll --­

t! (n - t)! 

~d2 = '6d2d2 ( n! )2 
ex Il t!{n _ t)! 

='6t!{n-t)! ( n! )2 
t t!{n - t)! 

(A4) 

Thus, we have a complete set of irreducible re­
presentations, each of which is an induced repre­
sentation of a subgroup I9 t x 19,,-t. 

Now, in respect of Sn' these are induced repre­
sentations of subgroups St x Sn-t. We shall use 
a theorem of Shoda7 to demonstrate that these 
representations cannot be irreducible if 0 < t < n. 
We write the subgroups more explicitly as 
H = S(1,' .. , t) x S(t +1, ... ,n) and form the con­
jugate group XH)('l for X = (t, t + 1): XHX-l 
=S{1'" t-1,t+~)XS(t,t +2,·",n). NowH 
and XHX-l contain the common subgroup II ::: 
S{l'" t-1) x S{t + 2,' ··,n). Now consider a 
representation r of H and the representation r x 
of XHX- 1 , where the matrix of the element R of 
XHX-l in rx is equal to the matrix of the element 
X-1RX in rx' 

If we now restrict rand rx to h, each element of 
h commutes with X. Consequently under h the two 
representations are identical. Shoda's theorem 
then states that the induced representation of r 
in Sn is reducible. This procedure breaks down if 
f is 0 or n. 

This demonstrates that, for 0 < t < n, the irredu­
cible representations of I9n are reducible under 
Sn' 

APPENDIX B 

We now turn to the question of whether a repre­
sentation r, irreducible under Sn' can be irredu­
cible under Sn x Sn x···. We proceed by sup­
posing that it ls. 2 
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It follows that r is irreducible under the inter­
mediate group Sm x Sn- ,where m is the largest 
of the numbers nl' . '. Since this is a direct pro­
duct, each of its irreducible representations is the 
product of irreducible representations r and 
rn- m of the two smaller groups. Upon reduction 
under the group Sn-l' where 1 is the smaller of 
m and n- m, it must contain only copies of rn- ZO 
Finally, then, if we reduce r under Sn-l' it can 
contain only rn - l • 

One finds the representations of Sn-l subduced by 
r of Sn by removing regularly8 1 dots, one at a 
time, from the Young pattern for r. For each 
pattern thus obtained, the corresponding' repre­
sentation occurs if r is reduced under Sn-l" We 
therefore want to know if it is possible to have a 
pattern from which 1 dots can be removed regu­
larly one at a time in only one way. 

Now, one way to remove dots regularly is to start 
with the bottom of the column farthest to the right, 
move up it to the top, then to the bottom of the 
adjacent column and on up, etc., removing each 
dot encountered until 1 dots have been removed. 
Another way is to start at the right end of the 
bottom row, proceed left to the beginning, then to 
the right end of the next row, etc. It is clear that 
these two ways give different final patterns unless 
one of the following conditions is true: 

(1) 1 = n - 1 or n. Since we chose 1 so that 21 
~ n, this could happen only for n '"' 2, when all 
representations-are one-dimensional anyway. 

(2) 1 = 1 and the pattern is rectangular - that is, 
it consists of s rows with f dots each, with sf = n. 

1 H. A. Jahn and E. Teller, Proc. Roy. Soc. (London) A161, 220 
(1937). 

2 H. A. Jahn, Proc. Roy. Soc. (London) A164, 117 (1938). 
3 G. Lyubarskii, The Application of Group Theory in Physics 

(Pergamon, London, 1960). 
4 H. S. M. Coxeter, Regular Polytopes (MacMillan, New York, 

1963), 2nd ed. It appears that the word 'polytope# is pre­
ferred over 'polyhedron- in more than three dimensions. 

This requires that n be composite, not prime, if 
r is to be degenerate. 

To sum up, a representation r, irreducible under 
S", can be irreducible under S x S x··· only 

nl "2 

if the latter group is Sn-l and then only if n is 
composite, and the Young pattern rectangular. 

We now turn to the question whether [r2 J contains 
r v' which in all cases of interest is the question 
whether under Sn' [r 2 ] contains (n - 1, 1). From 
Hamermesh9 we find that r 2 contains (n - 1, 1) 
unless r has a rectangular pattern. We proceed 
to show that {r2} == r 2 - [r2] never contains 
(n - 1, 1). 

The representation of Sn as a permutation group 
on n objects - the representation r p for the sim­
plex polytope in (n - 1) dimensions - reduces to 
r 0 and (n - 1, 1). Thus for an arbitrary r', with 
character X', we have according to Eq. (2. la) 

~ L; X'XP = ( ~ 1)' 6 X' =N(n - 1), 
n. s" n. Sn-l 

where N(n - 1) is the number of times r' contains 
ro under S,,-I' 

Now, suppose r' is { r2} for some r irreducible 
under Sn' Under Sn-ll r reduces to the sum of 
the representations associated with the Young 
patterns obtained by regularly r.emoving one dot 
from the pattern for r. Each of these represen­
tations occurs just once. Consequently, {r2} does 
not contain rp , r o' or (n - 1,1). This holds for 
any r. Therefore, under Sn' [r2] contains (n - 1, 1) 
unless it has a rectangular Young pattern. 

5 J. S. Lomont,Applications of Finite Groups (Academic, New 
York, 1959), p. 221. 

6 E. Ruch and A. Schonhofer, Theoret. Chim. Acta 3, 291 (1965). 
7 K. Shoda, Proc. Phys. Math. Soc. Japan (3),15,249 (1933). 

(The theorem is also given by Lomont, p. 225.) 
8 M. Hamermesh, Group Theory and Its Appl ication to Physi­

cal Problems (Addison-Wesley, Reading, Mass., 1962), 
Chap. 7. 

9 Reference 8, pp. 257-8. 
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It is shown that second-order multiple scattering terms lead, in some directions, to an anomaloUs term 
in the asymptotic form of the wavefunction for three free incident particles, which falls off as the in­
verse second power of distance. The boundary of the region in which this occurs is given, together with 
the form of the wavefunction near this boundary. 

INTRODUCTION 

A knowledge of the asymptotic form of the coordin­
ate-space wavefunction of a three-body system for 
the case when three free particles are incident 
may have several applications. The leading terms 

in t!1e asymptotic form are related to the T matrix 
for the process under consideration. Since the T 
matrix for the case (3 ~ 3) has singularities in 
addition to those present for the T matrix to be 
used when one particle is incident on a bound 
state of the other two, we expect to find new terms 
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It follows that r is irreducible under the inter­
mediate group Sm x Sn- ,where m is the largest 
of the numbers nl' . '. Since this is a direct pro­
duct, each of its irreducible representations is the 
product of irreducible representations r and 
rn- m of the two smaller groups. Upon reduction 
under the group Sn-l' where 1 is the smaller of 
m and n- m, it must contain only copies of rn- ZO 
Finally, then, if we reduce r under Sn-l' it can 
contain only rn - l • 

One finds the representations of Sn-l subduced by 
r of Sn by removing regularly8 1 dots, one at a 
time, from the Young pattern for r. For each 
pattern thus obtained, the corresponding' repre­
sentation occurs if r is reduced under Sn-l" We 
therefore want to know if it is possible to have a 
pattern from which 1 dots can be removed regu­
larly one at a time in only one way. 

Now, one way to remove dots regularly is to start 
with the bottom of the column farthest to the right, 
move up it to the top, then to the bottom of the 
adjacent column and on up, etc., removing each 
dot encountered until 1 dots have been removed. 
Another way is to start at the right end of the 
bottom row, proceed left to the beginning, then to 
the right end of the next row, etc. It is clear that 
these two ways give different final patterns unless 
one of the following conditions is true: 

(1) 1 = n - 1 or n. Since we chose 1 so that 21 
~ n, this could happen only for n '"' 2, when all 
representations-are one-dimensional anyway. 

(2) 1 = 1 and the pattern is rectangular - that is, 
it consists of s rows with f dots each, with sf = n. 
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This requires that n be composite, not prime, if 
r is to be degenerate. 

To sum up, a representation r, irreducible under 
S", can be irreducible under S x S x··· only 

nl "2 

if the latter group is Sn-l and then only if n is 
composite, and the Young pattern rectangular. 

We now turn to the question whether [r2 J contains 
r v' which in all cases of interest is the question 
whether under Sn' [r 2 ] contains (n - 1, 1). From 
Hamermesh9 we find that r 2 contains (n - 1, 1) 
unless r has a rectangular pattern. We proceed 
to show that {r2} == r 2 - [r2] never contains 
(n - 1, 1). 

The representation of Sn as a permutation group 
on n objects - the representation r p for the sim­
plex polytope in (n - 1) dimensions - reduces to 
r 0 and (n - 1, 1). Thus for an arbitrary r', with 
character X', we have according to Eq. (2. la) 

~ L; X'XP = ( ~ 1)' 6 X' =N(n - 1), 
n. s" n. Sn-l 

where N(n - 1) is the number of times r' contains 
ro under S,,-I' 

Now, suppose r' is { r2} for some r irreducible 
under Sn' Under Sn-ll r reduces to the sum of 
the representations associated with the Young 
patterns obtained by regularly r.emoving one dot 
from the pattern for r. Each of these represen­
tations occurs just once. Consequently, {r2} does 
not contain rp , r o' or (n - 1,1). This holds for 
any r. Therefore, under Sn' [r2] contains (n - 1, 1) 
unless it has a rectangular Young pattern. 

5 J. S. Lomont,Applications of Finite Groups (Academic, New 
York, 1959), p. 221. 

6 E. Ruch and A. Schonhofer, Theoret. Chim. Acta 3, 291 (1965). 
7 K. Shoda, Proc. Phys. Math. Soc. Japan (3),15,249 (1933). 

(The theorem is also given by Lomont, p. 225.) 
8 M. Hamermesh, Group Theory and Its Appl ication to Physi­

cal Problems (Addison-Wesley, Reading, Mass., 1962), 
Chap. 7. 

9 Reference 8, pp. 257-8. 
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Asymptotic Form of the Three-Particle Scattering Wavefunction for Free Incident Particles* 
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Department of Physics, Texas k & M University, College Station. Texas 77M3 
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It is shown that second-order multiple scattering terms lead, in some directions, to an anomaloUs term 
in the asymptotic form of the wavefunction for three free incident particles, which falls off as the in­
verse second power of distance. The boundary of the region in which this occurs is given, together with 
the form of the wavefunction near this boundary. 

INTRODUCTION 

A knowledge of the asymptotic form of the coordin­
ate-space wavefunction of a three-body system for 
the case when three free particles are incident 
may have several applications. The leading terms 

in t!1e asymptotic form are related to the T matrix 
for the process under consideration. Since the T 
matrix for the case (3 ~ 3) has singularities in 
addition to those present for the T matrix to be 
used when one particle is incident on a bound 
state of the other two, we expect to find new terms 
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in the asymptotic form. The strongest singulari­
ties in T are the 6 functions in the disconnected 
parts, which will give rise to the leading term in 
the asymptotic form, which is easily written down. 
The connected part of T, T c contains rescattering 
singularities, of which the strongest, poles, corres­
pond to two binary collisions. The purpose of this 
paper is to discuss the contribution to the asymp­
totic form coming from these rescattering terms 
in T c' For simplicity, we assume that there are 
three different particles of equal mass (m = ~), 
interacting through short-range two-body poten­
tials. 

It is shown, in the notation of Ref. 1, that in some 
but not all asymptotic directions there is a con­
tribution of order p-2 in addition to the usual one 
that behaves like p- 5/2. We derive an expression 
for this rescattering contribution and give a 
formula for the boundary of the region within which 
it is present. We also indicate what happens near 
this boundary and in addition show that the ano­
malous term falls off no faster that p-1 in the 
special case when two particles remain close to­
gether. The analysis does not hold for two excep­
tional values of the momentum of any incident 
particle. 

ASYMPTOTIC FORM 

We work in the center-of-mass frame and use the 
notation of Ref. 1, where the momentum of a three­
particle state is given by the 6-vector K = (Pi' 
Q,), i = 1 2, or 3. In terms of the 3-3 T matrix 
<KI T(E) lie,), the wavefunction corresponding to 
an initial three-body state of momentum K' is, with 
E =/('2 

cp(p) = (21T)-3 eIK"P + (21Tr9/ 2 3-3/ 2 J die jp •K 

x (E - i2 + iE)-l<K1 T(E) Ii'), 

where the limit E ~ 0 must be taken after perform­
ing the integral. 

Now the amplitude (il T(E) Ii,) contains discon­
nected terms of the form 

3 

Td = Q)3/2I;6(Pi- Pi)(Qiltl(Q~ + iE)IQj)' (2) 
i=l 

which give rise to contributions to cP of the form 

Here XQ (Y) is the scattering part, of a two-body 
wavefunction corresponding to an incident momen­
tum Q. Thus we have 

XQ i(Y j) = (21T)-;.3/2 J dQi eiQ,oYt (Qf -Qj2 + iE)-l 

x (Qil T(Q~ + iE) IQj)' 

For large Y, XQ(Y) falls off as y-1, and so, in 

(4) 

general, cpiP) has leading terms of order p-1 as 
p ~ ro. 

The second-order terms in the multiple scattering 
expansion of T contribute to the connected part of 
T six terms that each contains a pole for certain 
values of the external momenta. Typical of these 
terms is Tp given by 

Tp(f?) = (Qlt 1(E-P2)1- 3-1/ 2{2P' + p) 

x (3-1/2(2P + p') I t3(E - P'2) IQ') 

x [D(P) + iE]-l, (5) 

where 

D(P) = ~ [~ (E - p'2) - (P + ~ P')2] • (6) 

We have written P, Q for Pl'Q1' the final momenta 
and P', Q' for P3' Q3' the initial momenta. The 
contribution of this term to <l> is 

cP P(p) = (21T)-9/23-3/2 JdPdQe i (p,x'Q.y) 

x (E - p2 - Q2 + iE)-lTP, (7) 

where X = Xl is proportional to the distance be­
tween particle 1 and the 23 c.m., and Y = Y 1 i~ 
proportional to the distance between particles 2 
and 3. 

Now let us assume that p ~ ro in such a direction 
that Y also becomes large, and leave the discus­
sion of the special case when this is not so until 
later. We may approximate the integral over Q 
in (7) by a faniiliar technique to obtain 

cpP(P)~ - 2-7/21T-5/23-3/2y-1 JdP e iJJ(P) I(P)/ 

[D(P) + iE] as Y ~ ro, 

where 

I(P) = ~(E - P2)1/2/YI t 1(E - p2) 1- 3-1/2 

X (2P' + p) (3- 1/2(2P + p') I t3(Q'2) IQ') 

and 

~(P) = poX + Y(E - p2)1/2. 

(8) 

(9) 

(10) 

The asymptotic form of cP P(P') may be further 
Simplified by considering a complex distortion of 
the integration manifold P ~ P + i6P(P), and search­
ing for a choice of 6P(P) that leads to a large, 
negative real part of the exponent in (8) without 
crossing tlie singularity at D(P) + iE = O. This 
requires at each P we be able to find /:iP satisf~ing 

6poV'pc9 > 0 
and 

6poVpD> 0 if D = O. 

Such a 6P will exist except at points satisfying 
either of the conditions 

(11) 

(ii) D = 0 and vpc9= - avpD with a> O. 
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We expect to find a non-exponential-decreasing (Qo' 0, 0) and P = (Pl.' P 2 , 0), and we set P = P + 
contribution coming from the integral in the neigh- p with p = (Pl,P2,P3 J• We now replace the variable 
borhood of any point satisfying either condition. P3 by q given by 

There is always just one point satisfying condi­
tion (i), and it is given by Po = XEl/2/p . If D(Po) 
;r. 0, the integral (8) may be evaluated by the 
method of stationary phase to give the result 

cl> P(p) ~ eirr/4 E3/43 -3/2(41Tfl P -5/2 

q = P~ + P~ + (Qo + P1)2 - Q~. 

If the phase JJ (P) is expanded about the point P, we 
find in terms of the new variables that 

JJ(P) = - FP~ - A(P2 + Bq)2 - Cq2 + q{3Y /2d 
X exp(iEl/2p) TP(EI/2p/p). (12) + ~(P), (14) 

This p-5/2 dependence is completely analogous to 
the result found in the case of a particle incident 
on a bound pair. 

The second condition leads to the equations, with 
R = X/Y, 

(E - p2)1/2R = P + (3(P + ~p/); .(3 > 0 (13) 
and 

D(P) = O. 

They maybe stated geometrically in terms of Fig. 1 
by requiring C = D, where AC = (E - p2)1/2R and 
thepointB lies on a circle of radius [~(E - P / 2)]1/2. 

FIG. 1. Geometrical description of Eq. (13), whose solution 
requires C = D. The radius of the circle is [~(E - P'2))l/2, 
and AC is (E - p2) 1/2 R. 

The point D must lie outside the circle. For the 
case drawn in Fig. 1, AD increases but AC decrea­
ses as AB increases, so that there is never more 
than one solution to (13), and this is true of all 
configurations. The limiting case arises when 
C =D =B, sothatP= (E-P2)1/2RorP =Po' and 
D(PaL = O. For D(Po) < 0 there is one solution 
P = P, and for D(Po» 0 there 1..s no solution with 
positive a, although the point P may still be de­
fined. The curve D(Po) = 0 in p/p space forms the 
boundary referred to above. 

To evaluate the contribution to (8) from the region 
near P = P, we choose a distortion of the contour 
so that OP'Vp~> O. This will cause the contour to 
cross the pole at D(P) + if. = 0; what we require is 
the residue at that pole. We may calculate this and 
at the same time investigate what happens if R is 
near to satisfying D(Po) = 0, by changing the vari­
ables of integration in (8). Let us choose axes so 
that the first axis is alongQo = P + !p/, the second 
is perpendicular to Qo in the P/Qo plane, and the 
third perpendicular to both. Thus w~ have Qo = 

where 

A = (Y/2d3)[d2(1 + (3) + P~], 

B = YP1P2/4{i3QoA, (15) 

C = Y(l + (3)((3d2 + E)/8dQ~[d2(1 + (3) + PH 
F = Y(l + (3)j2d, 

and 

with 

d 2 = E_p2. 

The volume element in (8), dP, becomes 

With these substitutions, the integrals over P2 and 
P3 may be done immediately by the saddle-point 
technique to give 

cl> P(p) ~ i1T-3/22-9/23-3/2QolI(P)(AF)-1/2Y-lei91P) 

x 100 d exp[- i(Cq2 - q{3Y/2d)] • (16) 
-00 q 4. 

- 3q + Zf. 

If (3 > 0, a positive imaginary distortion of the 
integration contour near q = 0 is required to give 
the exponent in (16) a negative real part, so that we 
must include the residue at the pole q = iif., which 
gives a contribution 

cl>P(j») ~ 2-11/2rl/23-1/2QolI(P)(AF)-1/2 

x y- 1ei9 (P)e(fJ}. (17) 

This contribution to the asymptotic form of cl>}3 
falls off as p-2, and, if present, is the dominant 
term. The next term, of order p-5/2 , is given by 
(12). 

When R is such that D(P 0) is near to zero, it is not 
correct to treat the two points satisfying conditions 
(i) and (ii) of Eq. (11) separately. To obtain a 
formula which shows how the asymptotic form 
changes from the region of R with {3 > 0 to the 
reg~on with {3 < 0, we evaluate (16) exactly to give 

X y-:lei9(p) erfc - e {3 • 
( 

irr/4 y) 
4dCl/2 

(18) 
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If 1 (3 1 y1/2 » E1/4, the argument of the function 
erfc is large and (18) becomes 

<l>P(P) ~ 2-13/21T-1/23-1/2Q(j1I(P) (AF)-1/2y- 1e i .(l(P) 

x [28(P) + 4C;~2d exp~:;;)J . (19) 

The first term in (19) is (17), and it may be shown 
that, provided E-1/Sy-1/3» IfJI» E-1/4y-1/2,the 
second tel'm is equal to (12) apart from corrections 
which decrease faster than p-5/2. Thus we use 
(19) for (3 in the range, say, 1 (31 ~ E-5/24y-5/12 and 
the sum of (12) and (17) for other (3. 

To treat the situation when X ~ 00, with Y remaining 
fixed, we go back to (1), which may be written 

<l> P(P) = (21T)-9/23- 3/ 2 J tiP eiP,xH(P, Y)/[D(P) + iE), 

(20) 
where 

H(P,Y) = j'dQe iQoY[E_P2_Q2 +iEl-1 

x [D(P) + iE l-1TP(K). (21) 

An important contribution to (20) will come from 
the neighborhood of the value of P for which D = 0 
and X = - C'J.'VpD, C'J. > O. There is always just one 
such value, and in fact it is given by the momentum 
P defined earlier, worked out for the special case 
in which R = X/y ~ 00. The leading term in the 
expans~n of <l> ~3(P) coming from the neighborhood 
of P = P is 

<l> P(P) ~ - 2-11/21T-5/23-1/2X-1H(P, y) 

x exp{- i(~P' oX)-xr~(E - P'2))1/2} 

as X ~ 00. (22) 

In view of (4) we may write H(P, Y) as 

H(P, y) = (21T)3/2 Xq(Y){3-1/ 2 (2P + p') I t3 (Q'2) IQ'), 

(23) 

• Work supported in part by the Air Force Office of Scientific 
ResearCh, Office of Aerospace Research, U.S. Air Force, 
under Grant No. 71-197ll. 

with 

q = - 3-3/ 2 (2P' + p). 

It may be seen that as Y ~ 00 (22) merges into our 
previous result (17) obtained for Y large. 

For several reasons, such as the singularity of 
H(P, Y) at P = P, the above analysis may break 
down if E = p'2 or E == 4P'2. 

DISCUSSION 

It is not hard to understand the physical basis for 
the dominant contribution to <l> c given by (17). 
After their collision, particles 1 and 2 propagate on 
the energy shell, particle 1 having momentum 
(~ ) 1/2P, and then particles 2 and 3 scatter. Both 
between the two collisions and from the collision 
to the observation point, the wavefunction decrea­
ses by a factor proportional to p-l, leading to the 
final p-2 dependence. In the special case described 
by (22), there is only one factor p-l, since particles 
2 and 3 have not traveled far since their collision. 

To interpret Eq. (13), we rewrite it as 

X- YP/(E- p2)1/2 = y(P + ~P'). (24) 

Since (E - p2 )1/2 is proportional to the relative 
momentum of particles 2 and 3 after their colli­
sion, Y(E - P2)1/2 is proportional to the time since 
they were together, and Y(E - P2)-1/2p to the dis­
tance particle 1 traveled since then. Thus the left­
hand side of (24) is the position of particle 1 rela­
tive to the 23 c.m. at that time, and (24) requires 
that this vector be proportional to the correspond­
ing momentum after the 12 collision. 

It should be noted that Gerjuoy2 previously obtain­
ed the p-2 dependence of <l> c by a different argu­
ment, without going into the detailed behavior that 
is presented here. 

1 J. Nuttall, Phys. Rev. Letters 19,473 (1967). Note that the 
factor (~)1/2 in Eq. (3) of this paper should be (; )1/2. 

2 E. Gerjuoy, J. Phys. B 3,192 (1970); "Configuration Space 
Three-Body Scattering Theory" (unpublished). 
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Certain aspects of the hydromagnetic and kinematic dynamo theory related to the Earth's magnetic 
field are considered. The work of Tough and Roberts [J. G. Tough and P. H. Roberts, Physics of the 
Earth and Planetary Interiors (North-Holland, Amsterdam, 1968), VoL 1, p. 288] on the hydromagnetic 
dynamo is extended in two respects. First, the most general form of the prescribed body force which 
is consistent with the model is considered. Secondly, the mean quantity (S ) [see Eqs. (18)] is deter­
mined up to order R-l/2, where R is the magnetic Reynolds number. It is ~hown that the remarkable 
effective variables first introduced by Braginskii {So I. Braginskii, Zh. Eksp. Teor. Fiz. 47, 1084 (1964) 
[Sov. Phys. JETP 20, 726 (1965)]} are relevant in .the hydromagnetic dynamo in the second approximation. 
It is also shown by considering a related problem concerning the heat conduction equation that effective 
variables are unlikely to have any relevance in the kinematic dynamo theory in the third approximation. 

I. INTRODUCTION 

It is now generally accepted that the Earth's 
magnetic field is maintained by dynamo action. 
Specifically it is supposed that magnetohydrodyna­
mic motions of the order of 1 mm sec-l, occur­
ring in the Earth's core, cause a self-excitation 
of the magnetic field which sustains the field 
against Ohmic decay. 

Several models illustrating the kinematic dynamo 
have been formulated (see Runcornl). Though 
these models show conclusively the possibility of 
dynamo action, it is beyond the scope of kinematic 
dynamo theory to explain how a body such as the 
Earth maintains the motions required for dynamo 
action. Hence, for a full understanding of the 
problem, the hydromagnetics must be considered. 
Recently Tough and Roberts2 extended the Bragin­
skii3 formulation of the kinematic problem to in­
clude the equation of motion. A set of equations 
[see (21)- (28)] and boundary conditions, which 
describe the hydromagnetic dynamo, were ob­
tained. A numerical procedure was outlined for 
solving the equations, but the calculation was not 
attempted. However, Tough and Roberts2 found 
that the remarkable Simplifications which Bragin­
skii3 discovered for the kinematic equations occur 
also for hydromagnetic dynamos. In this paper 
the most general body force which is consistent 
with the model is considered, and the simplifica­
tions are extended. No attempt is made to solve 
the equations'. 

It is supposed that the fluid in the Earth's core 
is incompressible: 

V'u ~ 0, 

and that the flow is governed by the equation of 
motion: 

(1) 

i z x u = - V P + j x b + EV2u + F. (2) 

The magnetic induction equation is 

~~ = RV x (u x b) + V2b, (3) 

and 
V'b = 0, j = V x b. (4) 

The only dimensionless numbers characterizing 

the flow are 

E = v/2nL2, R = U* L/17, (5) 

where E is the Ekman number and R is the mag­
netic Reynolds number. Neglect of the inertia 
terms in (2) is justified provided both Rd and RRd 
are small, where 

(6) 

In Eqs. (1)-(6), U*u is the velocity,B*b is the mag­
netic field, F*F is the body force per unit mass, 
P is the dimensionless pressure, Lr is the pOSi­
tion vector,m z is the rotation vector (liz 1= 1), 
v is the kinematic viscosity, .,., is the magnetic 
diffusivity, (L2/TJ)t is the time, and (B*/J.l.L)j is 
the electric current (J.I. is the magnetic perme­
ability). The typical velocity U* and magnetic 
field B* are taken to be 

U* = F*/2n, B* = (pjjL)1/2F*1/2, (7) 

where P is the density. The scaling of U* and B* 
is different from that adopted by Tough and 
Roberts2 since it is supposed that the body force 
F appears as an order 1 quantity in the equation 
of motion. It 'is assumed that 

R » 1 and _ E « 1. (8) 

Since the Ekman number is small, it is likely that 
viscous effects are confined to boundary layers 
of thickness order E1/2. Therefore it is natural 
to seek a solution of Eqs. (1)-(4) in two parts. 
First, an interior solution is sought away from the 
boundary where diffusive effects are. small. 
Secondly, this solution must be matched with the 
solution valid close to the boundaries where dif­
fusive effects are important. Tough and Roberts2 
conclude that the viscous boundary layer is to 
first approximation an axisymmetric Ekman layer, 
so that the velocity normal to the surface of this 
layer is related to the tangential velocity by 
the well-known Ekman layer condition (see Green­
span4). This consideration leads Tough and 
Roberts2 to assume that 

R = O(E-l/2). (9) 

This assumption is also made here. 

1900 
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A solution is sought in the interior of the form 

F = Fp(R,p,z,t) +R-l/2F'(P,cp,z,t) 

+ R-IFrp(R,p,z, t)i'l" (lOa) 

u = U(R,p,z, t)irp + R-l/2u '(R, p, cp, z, t) 

+ R-1up(R,P,z, t), 

b = B(R ,P,z, t)i 'I' + R-l/2b' (R, p, cp,z, t) 

+ R-1bp(R,P,z, t), 

(lOb) 

(lOc) 

where p is the distance from the axis of rotation, 
z is the distance along the axis of rotation, cp is 
the azimuthal angle, and the suffix p denotes meri­
dional components. It is assumed throughout that 
primed quantities have zero cp average: 

(F') = 0, 

where 

(y') = (Fpip + (F')i of' + (F;)i z ' 

211 

(f) = 2; 10 fdcp. 

The meridional components of the velocity and 
magnetic field are also defined as 

(11) 

(12) 

The body force is assumed to be given, and the 
problem is to solve for u and b subject to suitable 
boundary conditions. 

The nature of the driving force F is uncertain. It 
is possible that buoyancy forces resulting from 
heating caused by radioactive decay are the domi­
nant forces. In this case the predominant part of 
the force is likely to be axisymmetric, e.g., as a 
result of a temperature gradient between the equa­
tor and the poles. Hence R-IF'I! would vanish and 
Fp would be large compared to the asymmetric 
forces. Braginskii 5 proposes an Fp of precisely 
this form, which leads him to an equation corre­
sponding to (23a). The possibility of a cp compo­
nent of F is naturally . associated with the loss of 
gravi tational energy. If, for example, iron parti­
cles are sedimenting in the core, there would be a 
tendency for the particles to drift towards the 
east through the action of the Coriolis force, thus 
contributing to a cp component of F. The mecha­
nism of stirring by sedimentation is favored by 
Braginskii. 5 ,6 A consistent model may be formu­
lated in the absence of the axisymmetric body 
force (see Tough and Roberts2), but not in the 
absence of the nonaxisymmetric body force. This 
suggests that the scaling depends crucially on 
R-l/2F' and that the values for (y) are the largest 
consistent with the model. For'this reason the 
characteristic value, F*, of the force is determined 
by the requirement that the fluctuating part, 
R-l/2F', of the force should be an order R-l/2 

quantity. Hence, if the fluctuating force is charac­
terized by F'*, it is equal to R-l/2F*, so that the 
characteristic force F* is given by 

F* = (L/Ul1)(F,*)2. (14) 

The implied dependence of Fp and F'I' on R in (lOa) 
indicates that these quantities may be smaller 
than order 1. 

Some notation is introduced. The operator a l/acp 
is defined to avoid the differentiation of unit 
vectors, 

The operator - is defined by 

(16) 

where (i') = 0, and results in the useful identity 

The following variables are introdu~ed: 

v' = (l/U)up, w = ~p(v' x v')rp, 

w = tp2(V'(v' x v')rp), 

G = u' x b', S = j' x b', 

where 

(17) 

(18) 

j'=VXb'. (19) 

Since G and S have a symmetric part, the bar 
operator 

- ~ 
G = [G - (G)] (20) 

is introduced, which has similar properties to 
the - operator. It is assumed that all quantities 
have expansions in powers of R-l/2. A departure 
is made from previous accounts in the scaling of 
quantities. As in the definitions (10), quantities 
are scaled so that they are order 1 where pos­
sible. 

Mter considerable reductions of Eqs. (1)-(4), 
some equations can be determined for, the axi­
symmetric quantities in terms of the new effec­
tive variables: 

Ae = A + we + R-l~2[(B/U2)vo(U2W) 
- UWoV(B/U)j, 

1/Ie = 1/1 + wU + R-l/2(1/U)V ° (U2W) , (21) 

Ferp = Frp - w(V x Fp)rp + (P/B) (h' x (V x F'» 'I' 
- R-l/2{(V X Fp)rp(1/U2)Vo(U2W) 

+ (l/U)VoCU(V x Fp)rpWJ). 
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In terms of these new variables, the axisymmetric 
quantities are governed by the equations 

where 

and7 

r = p-1~V' X v') '" + (v, x :~ v,) "') 
+ 2{'Vp (r ·v') ·'Vpv;) + O(R -1/2). 

(22a) 

(22b) 

(23a) 

(23b) 

(24) 

(25) 

For simplicity the bounding surface is assumed 
spherical of radius r o' Moreover, (22) and (23) 
are correct to order R-1/2. Equations (22) and 
(23) are remarkable in as much as they are identi­
cal in form to the equations that result in the ab­
sence of asymmetries except for the term rB in 
(22b). 

Most of the above equations are well known. 
Braginskii 3 determined (22) to lowest order, while 
ToughS extended the definitions of effective vari­
ables so that the same equations remained valid 
to order R-1/2. Tough and Roberts2 showed 
how effective variables were still relevant in the 
equations governing the motion and obtained (23) 
partially to lowest order. The new results are 
obtained with the introduction of Fp + R-1F)",. 
By defining an effective azimuthal force R-1Fe"" 
it is shown in the next section that (23) is correct 
to order R-1/2. This contrasts with the Tough­
Roberts2 introduction of the term 

A = p(v' x (V x F'»"" (26) 

which is Fe'" to lowest order when Fp = F", = O. 
ToughS and Tough and Gibson 9 suggest that effec­
tive variables may be relevant to kinematic dy­
namo theory to higher orders; Le., with a suitable 
extension of the definitions of the effective quan­
tities to higher orders, Eqs. (22) remain valid. In 
the last section the heat conduction equation is 
considered and it is shown that in the third appro­
ximation the present simplifications are in no 
sense possible. It foJlows that it is unlikely that 
Simplifications can be made to the magnetic in­
duction equation either. 

Finally to close the system of equations, the non-

axisymmetric parts of the magnetic induction 
equation 

ab' at'= R'V x [u' x (Bi", + R-1bp) + (Ui", + R-1llp) 

x b /] + R]/2V x [G - (G)] + V2b' (27) 

and the equation of motion 

i z x u' = - VP' + (V X b') x' (Bi", '+ R-1bp) + [V 

x (Bi", + R-1bp)] x b ' + R-1/2[S - (8)] + F' 
(28) 

must also be considered. The boundary conditions 
are the same as those proposed by Tough and 
Roberts,2 with one exception: To order R-l/2, 
1Jt and tf.re are no longer equal on the boundary. It 
is not the purpose of this paper to discuss how 
Eqs. (22)-(28) may be solved. The reader is 
referred to Tough and Roberts2 for a detailed dis­
cussion. 

n. THE MEAN PART OF THE EQUATION OF 
MOTION 

The principal difficulty in obtaining Eq. (23) is the 
determination of a suitable representation of the 
mean quantity (S ",) correct to order R-1/2. In 
order that the method should not be obscured by 
the algebra, many of the routine algebraic manip­
ulations are omitted. Two representations of the 
meridional magnetic field and meridional electric 
current provide the key to determining (Scp): 

Qb' = ~u: + R-1/2[V x G] + O(R-1) (29) 
P p PI' P 

and 
a~' 

B" up +b~1 v(· x VPB) (. x 'VPB) Vb' -J --- • 1 -- - 1 -- 0 P p - oz p cp P cp P p 

- R-1/2[V x SJp - ['V X F/Jp + O(R-l), (30) 

which are obtained from (27) and (28), respec­
tively. The latter representation appears to be 
new and is obtained by taking the curl of (28), 
taking the meridional components, and integrating 
with respect to qJ. Another relation that is useful 
is 

(31) 

which is obtained by taking the qJ component of 
the curl of the mean part of the equation of mo­
tion. Incidently (23afis an immediate consequence 
of (31). 

Using (30) (S ",) is given correct to order R-1/2 by 

o~' 

!l. (S ) = - <~ X b') + (S' OV(i x VPB) x b/) 
P '" oz p cp p '" p p '" 

- /I( i x VPB) oVS' x b') 
"\ '" P p p cp 

-R-1/2«V x S)p x b p)",- «v x F')p x b p)",' 
(32) 
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In the first term b~ is replaced by the value given Repeated use of relation (17) is required to ob­
by (29). The second and third terms are simplified tain (38). The last term in (35) becomes 
by use of relation (17). These alterations lead to 

%(S~) = pt :z (U2w) - 2~ (hI, x bp)~ a~ (~2) 

+ ~ (. x VPB)ov(~ (h' x b' ) ) 
p2 l~ P 2B p p ~ 

a~1 

+R-l/2 e.-«V x G) x~) U p az ~ 

-R-l/2«V x S)p x bp)~- «v x F') x bp)~. 
(33) 

Evidently (29) leads to the identity 

(p/2B2)(hp x 6p)~ = w + R-l/2(p2/BU2) 

x «V x G) p x up)~, (34) 

correct to order R-l/2. Substituting (34) into 
(33) and making use of (31) gives 

(S ) = ~ (Uw) - 1. (i x VPBW\VPB - w(v x F ) 
~ az P ~ p} p ~ 

[
P2 ( _ aUp) 

x BU (V x G) p x az ~ 

+ 1. (. x VPB) ov(p
2
B (In x G) X ~I) ) B 1 ~ P U2 \V P up cp 

-~«(yXS)pXbp)~J +O(R-l). (35) 

At this point (23b) may be obtained correct to 
lowest order. 

In order to determine (S cp) to order R-l/2 the last 
three terms in (35) must be considered. However, 
for these terms only the lowest-order approxi­
mations for b ' and i' need be considered. Conse­
quently, to this order of accuracy, b ' and u ' are 
related simply by bp/B = u'p/U = Vi. In evaluating 
these terms the identity 

i", x (V xii) = (l/p)v(pf~) - (l/p)f' (36) 

is useful. Now it is clear that 

G = PU2(i", x VI)VI)v'oB/U), (37) 

to the required order of accuracy. Hence, by use 
of (36) and (37) it can be shown that 

~ «V x G) x aUp) = _ ..L (aup °G ) 
BU p az 'I' BU iJ.z p 

1 a B = - BU az (U3W) OVfj (38) 

and 

P;! «v x G)p x up> 'I' = - ~~ (Up oGp> 

= - 3UB(WOV)~. (39) 

- (p/B)«v x S)p x bp)'I' = (l/B)vo(pS",b p) 

= (1/B)Vo(J 1 +J2 +J3 ), 

where 

J 1 ==-i: «(a;: x bp)",bp), 

(40) 

J == p2 ([bl OV(i x VPB) x bl] bl) (41) 
2 B p '" P P'l'P' 

J 3 == - ~ ([(i~ x V~B) oVbp x bpJ ~6p). 

In obtaining (40) the value of j p given by (30) is 
substituted into S~. Evaluation of J 2 is a little 
awkward, although the values of J 1 and J 3 are ob­
tained in a way similar to (38). After some manip­
ulation, J l' J 2' and J 3 may be conveniently ex­
pressed as 

B a 
J 1 == U2 az (U3W), 

J == - (B2WOV)(i x VPB) + B2 aBw (42) 
2 ~ P P az ' 

J == (i x VPB)oV(B2W ) _ 3B2 aBw. 
3 ~ P P az 

Collecting together Eqs. (35)- (42) gives an ex­
pression for (S ) in which all the means of pro­
ducts of fluctuating quantities are given in terms 
of W and W. However, some considerable simpli­
fications to (35) can still be made. In particular 
Eqs. (38)- (42) lead to the identity 

which is an expression for the last three terms 
of (35). Hence, after substituting the result into 
(35) and making use of (31), (S) becomes 

(S) == ~(I/I -1/1) - (1/p 2)[i x vp(A - A)]oVPB 'I' az e 'I' e 

(44) 

where the effective variables (21) have been in­
troduced. Together with the cp component of the 
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mean part of the equation of motion (2), namely 

Up = (1/p)(bp oV)pB + F", + (S",) , 

this result establishes (23b). 

m. EFFECTIVE VARIABLES 

(45) 

A preliminary investigation is made to see whether 
effective variables may be found which reduce the 
mean part of the magnetic induction equation to 
the form (22) correct to order R-1. Though it 
will be shown that this possibility is unlikely, a 
certain structure is beginning to appear [see (63)]. 
This structure will be fully exploited in a subse­
quent paper, and will indicate why effective var­
abIes occur in the low-order approximations. 

The amount of algegra involved in determining the 
order R-l terms that must be included in (22) is 
immense, and the calculation has not been attempted. 
Instead the related problem concerning the heat 
conduction equation: 

11 = - (u' oV[(P/U)u ove]) = - (1/p)[V(PUw) x va ]"" 

12 = (u'oV{(P/U)u'oV[(P/U)ii'°veJ}) 

= - (1/p)[V{(P/U)V o (U2W)} x va]"" (53) 

13 = - (u' 0 V«P/U)u' 0 V{(P/U)u' 0 V[(P/U)U'o ve]}) 

14 =-~'oV~V [~t(&ii'ove) _V2(~ft'ova)J~) 
The expressions for 11 and 12 together with (49) 
give (48). 

In order to show that effective variables do not 
exist at the next approximation, it is sufficient to 
consider a planar model1 o. In place of the coordi­
nates p, cp, Z the coordinates x*, )'*, z* are intro­
duced, where x* = z, y* =P-Po' andz* =PoCP. The 
limit Po ~ 00 is taken, and the asterisk is subse­
quently dropped. The simplification, though un­
necessary, does make the subsequent analysis 
clearer. 

a(J* - + RuoV(J* - V2(J* at -, (46) Tensorial notationll is adopted to facilitate the 
evaluation of 13 . Relation (17) gives the identity 

where (J* is a scalar quantity, is considered. A 
solution is sought of the form (54) 

(J* = a (R, p, Z, t) + R-1/2(J'(R, p, cp,Z, t), (47) Differentiation with respect to the i suffix is 
carried out and use of (17) leads to 

where u is given by (lOb). As in the case of the 
magnetic induction equation, it can be shown that 
the mean part of (46) is given by 

(48) 

correct to order R-1/2, where (D /Dt) is the 
effective material derivative (241. Evidently if 
effective variables cannot be found that reduce the 
mean part of (46)-(48), it is most unlikely that the 
required simplifications can be made to the mag­
netic induction equation either, which is more 
complicated and exhibits most of the features of 
(46) . 

The equation for the mean part of (46) is 

W/Dt + (Q) = v2a, (49) 

where 

D a ( Dt =at +upo~, Q=u'oVIJ'. 50) 

The equation for the fluctuating part leads to 

~ (J' = - ii' ova - R-1/2Q - R-1(D;; - V20} (51) 

Repeated use of (51) gives 

(52) 

where 

(55) 

(56) 

The above procedure is repeated (differentiation 
with respect to the j suffix) and leads to 

6 < 
' (1 , V 1 ~,) 1 ~, va) + uk UU 0 [jUt [ju 0 .kl 

+ 6 Iu,l it' [1 u1ov(1 ii' om)J) \; kU I U U .kl 

+ 3a - 6{3 - 3y, (57) 

where 

(58) 

The procedure is followed for a third time (dif­
ferentiation with respect to the k suffix) and leads 
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to the identity 

o == - V· (ve) + 13 

+ (U'.V[h (U~o)-Up) .V(hU'.W)]), 

where 

v == - (U'.V [h u'·V (b u'·V h u)] )p 
+ (U'.V (1- (u(o) - u ).V 1-u') u e PUP' 

and u~o) is given by 

(59) 

(60) 

(61) 

The above definition of u(O) differs from the lowest-
e 

order approximation u eP only in the z component. 

Setting e == 1 in (59) leads to the identity 

in U eP are given by (21). Since 13 and 14 contain 
only one time derivative and four space deriva­
tives, the most general form e e is 

Substituting this form of ee into (64) and making a 
correspondence with (49) to order R-l leads to 
the identity 

+ u(Op).V - V2) (ae + 13·6. + T .. 6 .. ) 
e , .' 'J .'J 

+u~t·ve-v·(.\~)v~ =.13 +14, (67) 

which must be satisfied for all choices of e. Equat­
ing coefficients of the fourth-order derivatives of 
e gives 

Tij == - (1/U2)(u[u/), i,j == 1,2. (68) 

Then equating the third-order derivatives of 6 

V·V == O. (62) gives 

From the definitions (53) and the identity (59) it 
follows that (49) is 

(~ + (u + R-1V)·V - V2)e at eP 

== R-l (u'.v [bUt + u~O)·V - V2) (bu'.ve )J). 
(83) 

There appears to be no representation of the right­
hand side of (63) which is Simpler than that given, 
and it seems unlikely that effective variables exist 
to this order. Before ruling out effective variables 
completely, a preCise definition is given of effec­
tive varijlbles for the heat conduction equation. 
Effective variables are said to exist if a quantity 
ee (R, u;e) can be constructed which satisfies the 
heat conduction equation 

a -e + u ·ve = v·(x ve ) at e eP e e e' 
(64) 

where 6 e is convected with a velocity ue,,-(R, u) in 
~ medium whose diffusivity is Xe(R,u). The quan­
hties X e' ueP ' ee are effective variables. The 
point of view taken in constructing this definition 
is that a function e may be chosen which will 
satisfy an equation ewhose character is similar 
to (46) in the case of planar (or axial) symmetry. 
This is essentially the Braginskii3 formulation. 
Finally it is supposed that X and U p have unique 
expansions in powers of R-l";2, so that 

X = 1 + R-i X(2) 
e e ' (65) 

u eP = u~~ + R-l/2UW + R-lu~t ' 

correct to order R-l where the first two terms 

(13· - T·ll)/i·k == T .. k' i,j, k == 1,2, Itt) l}t 
(69) 

where 

/ijk == ~~: 
In general T;j.k "" 0 whenj "" k, in which case (69) 
has no solution. This establishes conclusively 
that effective variables do not exist in the heat 
conduction equation to Q.rder R-l. 

It does not appear possible to make any direct 
correspondence between the formulations (46), 
(47), and (49) for the heat conduction equation and 
that for the magnetic induction equation. However 
the expression for - (Q) is very similar to the 
expression for [V x (G)p]<p, which is 

The order R-l terms are similar in character to 
13 and 14, Exactly the same features encountered 
above will occur in the magnetic induction equa­
tion' specifically in (22a). Therefore it is to be 
expected that effective variables will have no rele­
vance beyond an accuracy of order R-l/2. 
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Structure of Neutral Mesonic Atoms Formed in Liquid Helium. 
III. More Accurate Treatment of the Electron Wavefunction* 
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(Recei ved 7 April 1971) 

The ground-state energy of a spinless nonrelativistic electron in the field of two fixed spinless nuclei 
with charges +2 and -1 is computed exactly for a large number of values of the internuclear separation. 
The calculation is performed using a method devised many years ago by Baber and Hasst:!. The results 
of this calculation are then used to estimate values, for a few highly excited states of cu-e- and aK-e­
atoms, of a correction to a previous calculation of the binding energy. This energy correction increases, 
by one unit, a previous estimate of the multipolarity of the most favored Auger transition from a cir­
cular orbit of the aK-e- atom with n = 29; a similar increase is found to be most likely for circular 
orbits of the aTT-e- atom with n = 20 and circular orbits of the ape- atom with n = 32,35, and 37. For 
aK-e- atoms with n = 27 and 29, the energy corrections cause the calculated energy difference betw.een 
a circular and a nearly circular orbit with the same principal quantum number to be between 15 and 
30°1, smaller than had been estimated previously. Two other corrections are estimated and are found 
to be probably negligible. One of these corrections is the inaccuracy in the calculated binding energy 
of a heliumlike me sonic atom, as obtained using the Born-Oppenheimer approximation, which is asso­
ciated with the angular correlation between the positions of the electron and the meson. The other 
correction is the change in the computed value of the mean meson orbital radius which occurs when the 
interactions responsible for the electron-meson angular correlation are taken into account. 

1. INTRODUCTION 

This paper is concerned with the binding energies 
and wavefunctions for some highly excited states 
of helium like mesonic atoms. Its purpose is to 
present a more accurate treatment than has pre­
viously been given1,2 of the effects of the dipole 
and higher-multipole electrostatic interactions 
of the electron with the m~son in such atoms. 
References 1 and 2 are referred to in this paper 
as I and II, respectively. 

Two corrections are made to the binding energy. 
The more important of these corrections is found 
in Sec. 2 by using the results of an exact calcula­
tion of the ground-state energy of an electron in 
the field of two fixed particles with charges +2 
and -1. This exact calculation is performed using 
a method developed many years ago by Baber and 
Hass~.3 The energy correction obtained in Sec. 2 
is, in each instance, rather different from an esti­
mate of the same quantity made in I, where some 
very rough approximations were employed. 
Furthermore, the difference between the values 
of this energy correction for two almost degen­
erate states with the same principal quantum 
number is not, in any instance, even qualitatively 
similar to the estimate of this difference obtained 
in 1. Nevertheless, the use of the more accurate 
energy correction does not appear to change sig­
nificantly any conclusions reached ear Her. 

The other energy correction is associated with the 
Born-Oppenheimer approximation, which was 
used in I to compute the atomic wave functions and 
binding energies. The accura{!y of this approxi­
mation has already been investigated, to a certain 
extent, in II, where it was assumed that only the 
monopole electron-meson interaction is effective. 
In Sec. 3 of the present paper, a very rough esti­
mate is made of the extent to which the accuracy 
of the Born-Oppenheimer approximation is affec­
ted by that distortion of the electron wavefunction 
which is due to the dipole and higher-multipole 
electron-meson interactions. It is found that this 
energy correction is likely to be negligibly small. 

Finally, in Sec. 4, a very rough estimate is made 
of the extent to which these dipole and higher­
multipole interactions might cause some previous 
estimates of the mean meson orbital radius to be 
in error. This correction is also found to be 
probably negligibly small. 

In each instance that is considered, the electron 
is in a Is orbit, and the meson is in a circular or 
nearly circular orbit with large prinCipal quantum 
number n. In a circular orbit, the orbital angular 
momentum I is given by 1 = n - 1. For the sake 
of brevity, a state of the mesonic atom in which 
the meson is in a circular or nearly circular 
orbit, and in which the electron is in a Is orbit, 
is frequently referred to in this paper simply as a 
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ciated with the angular correlation between the positions of the electron and the meson. The other 
correction is the change in the computed value of the mean meson orbital radius which occurs when the 
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1. INTRODUCTION 

This paper is concerned with the binding energies 
and wavefunctions for some highly excited states 
of helium like mesonic atoms. Its purpose is to 
present a more accurate treatment than has pre­
viously been given1,2 of the effects of the dipole 
and higher-multipole electrostatic interactions 
of the electron with the m~son in such atoms. 
References 1 and 2 are referred to in this paper 
as I and II, respectively. 

Two corrections are made to the binding energy. 
The more important of these corrections is found 
in Sec. 2 by using the results of an exact calcula­
tion of the ground-state energy of an electron in 
the field of two fixed particles with charges +2 
and -1. This exact calculation is performed using 
a method developed many years ago by Baber and 
Hass~.3 The energy correction obtained in Sec. 2 
is, in each instance, rather different from an esti­
mate of the same quantity made in I, where some 
very rough approximations were employed. 
Furthermore, the difference between the values 
of this energy correction for two almost degen­
erate states with the same principal quantum 
number is not, in any instance, even qualitatively 
similar to the estimate of this difference obtained 
in 1. Nevertheless, the use of the more accurate 
energy correction does not appear to change sig­
nificantly any conclusions reached ear Her. 

The other energy correction is associated with the 
Born-Oppenheimer approximation, which was 
used in I to compute the atomic wave functions and 
binding energies. The accura{!y of this approxi­
mation has already been investigated, to a certain 
extent, in II, where it was assumed that only the 
monopole electron-meson interaction is effective. 
In Sec. 3 of the present paper, a very rough esti­
mate is made of the extent to which the accuracy 
of the Born-Oppenheimer approximation is affec­
ted by that distortion of the electron wavefunction 
which is due to the dipole and higher-multipole 
electron-meson interactions. It is found that this 
energy correction is likely to be negligibly small. 

Finally, in Sec. 4, a very rough estimate is made 
of the extent to which these dipole and higher­
multipole interactions might cause some previous 
estimates of the mean meson orbital radius to be 
in error. This correction is also found to be 
probably negligibly small. 

In each instance that is considered, the electron 
is in a Is orbit, and the meson is in a circular or 
nearly circular orbit with large prinCipal quantum 
number n. In a circular orbit, the orbital angular 
momentum I is given by 1 = n - 1. For the sake 
of brevity, a state of the mesonic atom in which 
the meson is in a circular or nearly circular 
orbit, and in which the electron is in a Is orbit, 
is frequently referred to in this paper simply as a 
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circular or nearly circular orbit. The numerical 
calculations reported in the present paper are, 
for the most part, concerned only with a few states 
of the arr-e- and aK-e- atoms. 

The particular notation employed here is chosen 
to permit a ready comparison with previous work. 
The unit of energy is the rydberg; the unit of dis­
tance is the hydrogen Bohr radius; and the unit of 
mass is the electron mass. 

2. MORE ACCURATE BORN-OPPENHEIMER 
ENERGIES 

A. Introduction 

It was shown in I that the wavefunction for a helium­
like mesonic atom is given rather accurately by a 
solution of the equation 

(2. la) 

4 1 4 2 H = - V2 - - - - V2 - - + -r--=---,-
II e re M II re Ire - rill' 

(2.1b) 

The positions of the electron and the meson with 
respect to the a particle are denoted by r" and r II ' 
respectively. The reduced mass of the meson and 
a particle is denoted by M. 

If the Born-Oppenheimer approximation is used 
to solve Eqs. (2. 1), the wavefunction IJ1 b is given 
approximately by 

(2.2) 

where the meson wavefunction ¢: is defined by 
the equation 

(2.3a) 

(2.3b) 

The Is electron wavefunction U bde and the energy 
Ebde(r II) are defined by the equation 

Hlldeubde(re,fll) = Ebde(r,)ubdire,rll)' (2.4a) 

4 2 
lIbde=-V~--+1 _ I' (2.4b) 

r e re r" 

The eigenvalue E: in Eq. (2. 3) is an approximate 
value of E b' Equations (2.2)- (2.4) do not appear 
in I because at the time those papers were written 
it was not realized that Eq. (2. 4) can be solved 
exactly. 

Instead, in I, an equation similar to (2.3) was 
solved. This equation is 

H dv _ 1 2 4 () 
c - - M V II - - + E dev r II • r

ll 

(2. 5a) 

(2. 5b) 

The eigenvalue E:v is an approximate value of E:. 
The function Edev(rll ) is an approximate value of the 
ground-state eigenvalue of the equation 

(2.6a) 

4 (2/rll' re <: rll) H =_V2 -- + 
de e r 2/ >' ere' re r ll 

(2.6b) 

The function Edev(r II)' which is a variational esti­
mate of E de(r II)' is obtained by approximating ude 
with a Is hydrogenic function, the variational para­
meter being the effective nuclear charge. This 
variational wavefunction is denoted by U d ev' The 
operator H de is similar to H bde' the only differ­
ence being that the dipole and higher-multipole 
interactions between the electron and the meson 
are neglected. The neglected interactions, which 
;Will be denoted by H', are given by 

00 

H'=L;H, 
p=l p 

where 

B. Correction to Binding Energy 

(2.7) 

(2.8) 

Because of the substantial amount of labor that 
would be required, it was decided not to perform 
another Born-Oppenheimer calculation in order 
to determine E:. Instead, Eq. (2. 4) was solved 
for a large number of values of r II' and then the 
wavefunctions ¢:v obtained in I were used to esti­
mate values of the energy difference E: -E:v with 
first-order perturbation theory. This energy 
difference is assumed to be given approximately 
by 

(2.9) 

where 

oE:
v = J 1¢:v(rll)12[Ebde(rll) - Edev(rll)]dTIl' 

(2.10) 

Because Baber and Hass~3 have described their 
method of solving Eq. (2. 4) in considerable detail, 
only a brief outline of the calculation of E bde(r II) 
is presented here. Equation (2.4) is separable 
in prolate spheroidal coordinates. Consequently, 
U bde may be written as the product of three func­
tions. One of these fu!1ctions is e im¢/(2rr)1/2, 
where m is the azimuthal quantum number. Baber 
and Hass~ represented each of the other two func­
tions, which are both real, by an infinite series of 
terms of a judiciously chosen form.4 In each 
series, the terms have coefficients which satisfy 
a three-term recurrence relation. It can be shown 
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that, for solutions with coefficients having accept­
able asymptotic forms, both recurrence relations 
are equivalent to infinite continued fractions. 
Both of these infinite continued fractions relate 
rand E bd e to m and the other separation con­
stant, which is denoted by A. For a given value of 
r,", the ground-state binding energy is the lowest 
value of E bde for which both fractions are satisfied 
by m = 0 and the same value of A. 

It can be shown that each of the infinite continued 
fractions is equivalent to a series for A in posi­
tive powers of r Ii and E bde• However, as noted by 
Baber and Hasse, these series converge rather 
slowly in some instances. A tedious algebraic 
calculation would be required to derive series for 
A which are carried to orders high enough to ob­
tain a sufficiently accurate solution to Eq. (2. 4) 
for all necessary values of r,", Consequently, in 
the investigation reported here, each fraction was 
truncated after a suitably large number of con­
tinuations' which is essentially equivalent to em­
ploying convergent series. A computer was then 
used to determine E bde by trial and error. 

Figure 1 shows Eade - Edev as a function of r/l' The 
energy correction 6E~v is given in Table I for 
several circular and nearly circular orbits of the 
Cl!7f-e- and Cl!K-e- atoms. Values of E~v, which 
are taken from I, and the resulting estimates of 

FIG. 1. Energy differences 
Ebde-EdeV' Ee 1 -Edev, and 
E e •2 - E dev as functions ofr~. 
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TABLE 1. Approximate binding energy E: "" E:v + 6E~v for 
some circular and nearly circular orbits of a7T-e- and aK-e­
atoms. Orbits with I = " - 1 and I = " - 2 are grouped sep­
arately. 

E
dv 6E~v Ed 
e b 

n (Ry) (Ry) (Ry) Atom 

18 17 -4.9238 -0.132 -5.056 
17 16 -5.1491 -0.165 -5.314 
16 15 -5.4865 -0.170 -5.657 
15 14 -5.9541 -0.156 -6.110 

18 16 -4.9873 -0.121 -5.108 
17 15 -5.2235 -0.147 -5.371 
16 14 -5.5534 -0.159 -5.712 
15 13 -6.0087 -0.155 -6.164 

29 28 -5.4267 -0.175 -5.602 
28 27 
27 26 -5.9420 -0.157 -6.099 

29 27 -5.4682 -0.166 -5.634 
28 26 
27 25 -5.9743 -0.156- -6.130 

E:, as obtained using the approximate equality 
(2.9), are also given in Table I. Although the 
energy E~v was computed to an accuracy of 10- 4 

Ry, the values of oE~v and Eg are only given to an 
accuracy of 10-3 Ry,because itis believed that the 
numerical evaluation of the integral in Eq. (2.10) 
is, in each instance, probably not accurate to much 
better than a few tenths of a percent. 

These energy corrections supersede the results of 
some previous attempts mad~ in I and II. In each 
instance, the magnitude of oEc v is more than five 
times larger than that of a correction given in II, 
where a similar estimate was made using the wave­
function cp ~v and first-order perturbation theory, 
but with the energy difference Ede-Edev as the 
perturbation instead of Ebde-Edev' Obviously, re­
placing the electron wave function u de with the 
variational function U dev causes a much smaller 
error in the estimate of the atomic binding energy 
than neglecting the interaction H' . 

For circular orbits of the Cl!K-e- atom with n = 27 
or 29, the magnitude of oE~v is two or three times 
larger than that of either of two energy correc­
tions calculated in I, where the interaction H' was 
taken into account and where the resulting distor­
tion of the electron wavefunction was approximated, 
in a very rough fashion, by one or the other of two 
functions having.fairly simple analytic forms. It 
is apparent that the use of the distorted wave func­
tions developed in I should generally lead to cor­
rections that are, at best, only qualitatively reliable. 

C. Effect on Auger Rates 

Auger rates for the mesonic atoms being con­
sidered here depend sensitively on the multipole 
order of the transition. 5 - 7 Transitions with mul­
tipole orders differing by one unit generally pro­
ceed with rates that differ by a factor of'" 103 • 

The kinetic energy k 2 of an electron ejected in a 
transition of multipolarity L from a heliumlike 
mesonic atom in a circular orbit with principal 
quantum number n and binding energy Eb is given 
by 

(2. 11) 

if, in the final state, the meson is also in a cir-
cular orbit. For a circular orbit, the multipole 
order Lmin of the mo~t favored transition is equal 
to the magnitude of the lowest energetically allow-
ed change in the meson principal quantum num-
ber. 

The lowest allowed values of L were estimated 
in I for a large number of circular orbits of 
Cl!7f-e-, Cl!K-e-, and Cl!pe- atoms by replacing Eb 
in Eq. (2. 11) with a variational energy E~ found 
by using a simple two-parameter wavefunction. 
The variational wavefunction, which is denoted by 
>I'~, is the prQduct of two hydrogenic functions, one 
of which describes a 1s electron with effective 
nuclear charge z, and the other, a meson in a cir-
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cular orbit with principal quantum number nand 
effective nuclear charge Z. The variational para­
meters are z and Z. Estimates of k 2 obtained in 
this manner are denoted by (k~)2. Because E~ > 
E b • the estimates of Lmin obtained in I are lower 
limits to the actual values. 

The results given in Table I and Fig. 1 indicate 
that, in a few cases, the energy correction oE~v is 
large enough that the lowest energetically allowed 
value of L is one unit greater than the estimate 
obtained in I, provided it is assumed that the energy 
difference E b - E: is negligibly small. For the par­
ticular circular Qrbits listed in Table I, a revised 
value of Lmin is necessary only in the case of 
aK-e- atoms with n = 29, for which Lmin = 5 in­
stead of 4. Although no detailed calculations have 
been performed, a comparison of the values of 
(k ~)2 with the values of the energy difference E ~v_ 
E~ given in I and with the behavior of the energy 
difference Ebde-Edev shown in Fig. 1 indicates that 
the other circular orbits for which Lmin is one 
unit larger than had been estimated in I are ape­
atoms with n = 32, 35, and 37 and arr-e- atoms 
with n = 20. The rough estimates of the energy 
difference Eb-Etmade in II and in Sec. 3 of the 
present paper are not large enough to alter these 
conclusions. 

D. Energy Difference €: 
Table II gives the difference €: between the values 
of E: for a circular and a nearly circular orbit 

TABLE II. Energy differences E =v, OE~v, and t ~ for some prin­
cipallevels of O!l1-e- and O!K-e- atoms. 

Atom 

d, o dv d 
Ec Ec Eb 

n (Ry) (Ry) (Ry) 

18 -0.0635 0.012 -0.052 
17 -0.0744 0.017 --0.057 
16 -0.0669 0.012 -0.055 
15 -0.0546 0.001 --0.054 

29 -0.0415 0.010 --0.032 
28 
27 -0.0323 0.001 -0.031 

with the same principal quantum number n. This 
energy difference is defined by 

(2. 12) 

where the dependence on 1 of the eigenvalue of Eq. 
(2.3) is indicated by denoting it by E:. l rather than 
by E:. The value s of €: given in Table II were 
found using the estimates of E: given in Table I. 
For the purpose of c.omparison, Table II also lists 
values of e:~v and oe::v, which are defined by 

(2.13) 

(2.14) 

The notation employed in Eq. (2.13) is similar to 
that of Eq. (2.12). 

In both instances, the value of e:: given for the 
aK-e- atom in Table II is between 15 and 30% 
smaller in magnitude than the estimate of this 
energy difference given in I, where it is denoted by 
e: dV

• This surely weakens the arguments presented 
in I and elsewhere 6,8 to the effect that a Stark 
transition from a highly excited circular orbit of 
this atom is not likely to occur during a collision 
with a He atom in a bubble chamber. Nevertheless, 
provided the energy difference Eb - E~ can be ne­
glected, these arguments are probably not weaken­
ed very effectively: The values of e:: are still con­
siderably greater in magnitude than the estimates 
of the Stark matrix element made in Ref. 8, and 
they are also still large enough so that a very sub­
stantial change in the magnitude of the relative 
linear momentum of the two atoms probably must 
accompany a Stark transition. 

The method by which the correction to E ~v was 
obtained in I is unreliable. Unlike the values of 
15E:v given in Table I, the values of the correction 
15E~v given in Table II are not even qualitatively 
similar to the corresponding estimates given in 
I, since even the signs are different in each case. 
The reason for this discrepancy is that while, in a 
perturbation calculation, approximating the per­
turbing interaction and replacing the absolute 
square of a wave function with a 0 function, which 
are essentially the approximations that were made 
in I, may, in some circumstances, lead to an energy 
correction that is more or less qualitatively accu­
rate, it is much less likely that the difference 
between the results of two such calculations will 
be reliable, particularly if this difference is rela­
tively small. 

E. Approximate Representation of Distortion of 
Electron Wavefunction 

Because the approximate electron wave functions 
developed in I to take into account the effects of 
the interaction H' lead to only qualitatively re­
liable estimates of oE:

v and to entirely wrong 
estimates of oe::v

, and because these same wave­
functions, or a generalization of one of them, are 
employed again in Secs. 3 and 4 of the present 
paper to make some rough estimates of other 
corrections, it seems worthwhile to investigate 
somewhat further the extent to which their use 
may lead to results which are only poor, rather 
than totally inadequate. The two approximate solu­
tions developed in I were found by using normal­
ized variational wave functions of the form 

ue(re,rl') =u dev(re,r,,)[l +a(r,,)g(re,r,,)J 

x [1 + ~(r,,)a2(rl')]-1/2, (2.15) 

~he!e, for a given value of r",g is the product of 
r e • r" and a smoothly varying function of r e' The 
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quantity a, which depends on r /I' is a variational 
parameter, and ~ is defined by 

~(r /I) = j[udev(re,r,..)g(re' r/l)J2dT e' 

The two choices of g used in I are 

( ) 
A A {re/r~, r/l -r" > ~ 

g1 re,r/l =2re 'r/l 
r/l/r;, r" -r/l > ~ 

(2.16) 

(2.17) 

where ~ is an exceedingly small, positive quantity, 
and 

g2(re ,r/l) = 2;'e';'/I 

x l(re/r~)[1 - (3re)/(5r /I)], 

(r,/r;)[1- (3r
lL
)/(5re)], 

(2.18) 

In addition to the energy difference E bde - E d"v, 
Fig. 1 also shows E".1 - E dev and Eet2 - Ed"v, 
where Ee •1 and Ee •2 are, respectively, the electron 
variational binding energies obtained with g = g 1 

and g = g 2' These two energy differences, which 
are roughly equal, are both substantially smaller 
than Ebde - E dev , thus indicating thatue , with 
either g = g1 or g = g2' gives a poor, but probably 
not completely unacceptable, approximation to that 
distortion of the electron wavefunction which is 
due to the interaction H'. Although all corrections 
obtained employing either form of u" should be 
interpreted with a certain degree of caution, it 
seems reasonable to assume that the use of such a 
function should lead, in most instances, to results 
which are at least qualitatively reliable. 

3. ACCURACY OF BORN-OPPENHEIMER 
APPROXIMATION 

If only the monopole part of the electrostatic inter­
action between the electron and the meson is effec­
tive, as is assumed in Eq. (2. 6), the angular motion 
of one of these particles is not coupled to that of 
the other, and the wavefunction for the mesonic 
atom may be written as the product of a correlated 
radial wavefunction and two spherical harmonics. 
The argument given in I to justify the use of the 
Born-Oppenheimer approximation in calculating 
this radial wavefunction is that the rms radial 
velocity of the meson is two orders of magnitude 
smaller than that of the electron in most of the 
instances considered. The accuracy of this approxi­
mation, insofar as it is applied only to the radial 
motion of the two particles, has been investigated 
in II and has been found to be rather good. But 
with the more accurate description of the motion 
of the electron given by the wavefunction U bd e' it 
seems appropriate also to estimate that inaccu­
racy in the Born-Oppenheimer energy which is 
associated with the angular correlation between 
the electron and the meson, because the rms velo­
city of the meson, as distinct from its rms radial 
velocity, is only little more than one order of mag-

nitude smaller than that of the electron in most of 
the instances investigated. 

The method employed here to estimate this energy 
correction is a straightforward generalization of 
the one used in II. Therefore, the discussion given 
here is not overly detailed. Although a formal 
expression for the energy correction will be given 
in terms of the function U bd" , numerical values 
will be estimated using the much more tractable, 
but considerably less accurate, electron wave­
functions developed in I to take into account the 
effects of the interl:i.ction H' . 

The energy difference E b - E: should be given 
approximately by 

(3.1) 

where H:o is an operator of whi,fh 1Ji! is an exact 
eigenfunction with eigenvalue E b • It is readily 
verified that the operator 

satisfies the equation 

(3.3) 

Accordingly, the approximate expression for.the 
energy correction is 

d 1 f d* d E b- Eb ~ - M (2'i1b V/l1>b oV /IU bde 

+ 'i1:* 1> :V~ U bde)dT /ldT e' (3.4) 

Because the ground-state electron wavefunction 
U bde is real, and because it is normalized to unity 
for all r /I' it is possible to show, in a manner ana-
10gous to that outlined in II, that (3.4) may be put 
in the form 

Eb - E: "'" ! f 11>:v /lu bde 1
2dr /ldTe • (3.5) 

It is convenient to rewrite the approximate equality 
(3.5) in the form 

(3.6) 

(3.7) 

(3.8) 

An approximate expression for oE: .. may be found 
by replacing 1> ~ and U bde in Eq. (3.7) with 4>:v and 
u dev , respectively. Values of this approximate 
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expression were computed in II, where it was 
denoted by 15E~. There appears to be little reason 
to believe that the use of more accurate wave­
functions would substantially improve this approxi­
mation to 15 Et,r' 

Unlike 15 Et,r' the term 15 Et,Q vanishes if there is no 
correlation between rJ.l and re' Consequently, it is 
necessary, in this instance, to take into account the 
angular distortion of the electron wavefunction. It 
seems unlikely that inserting a doubly infinite 
series for U bde' as given by Baber and Hassl!, into 
Eq. (3. 8) would lead to anything that could be 
easily evaluated. Therefore, it is assumed that 
the electron wavefunction may be approximated 
with a function of the type specified by Eq. (2.15). 
A straightforward calculation shows that the re­
sulting approximate expression for 15 Et Q is 

,d 2 J 1 d 12 -2 2 } [ ( ) 15Eb,Q""" M rpb(r) r" a (r" U dev re,r" 

x g(re, r ll>]2 [1 + ~(r)a2(r")]-ldT,,dTe' (3.9) 

It will now be shown, by making some further 
approximations, that 15 E~,Q is surely rather small 
in each case of any interest, thereby eliminating 
the need of a more elaborate calculation. For the 
sake of simplicity, only circular orbits are con­
sidered. For the large values of n being consi­
dered here, the meson radial wavefunction is 
sharply peaked in the neighborhood of the mean 
meson orbital radius rjJ' Therefore, because the 
integrand in Eq. (3. 9) does not change sign, it 
seems reasonable to assume that a very large 
error will not arise from replacing the argument 
r ofthefunctionsa,~,udev,andgwithr. It is 
also assumed that rpt may be satisfactorily approxi­
mated by a hydrogenic function characterized by 
the effective nuclear charge Z. The energy correc­
tion is then given approximately by 

(3.10) 

Values of air /) and ~(r 11) were computed in I, using 
both g =g 1 and g =g2' for the circular orbits of 
the aK-e- atom with n = 27,28, and 29. Table III 
gives apprOximate values of 15E: Q for these orbits. 
The corrections are denoted by either 15E:!l 1 or 
oEt,Q,2' depending on the function used for g: The 
values of Z employed in the calculation are those 
which were determined in I using the variational 
wavefunction W ~. The estimates of oE~ n are an 

TABLE III. Energy corrections 6E:.T, 6E:.o .1' and 6E~.O,2 for 
some circular orbits of the aK-e- atom. 

6E~'T 6E:.O.1 6E:,O.2 
n (Ry x 10-4 ) (Ry x 10- 5) (Ry x 10- 5) 

29 7 3 5 
28 3 5 
27 9 3 5 

order of magp.itude smaller than the approximate 
values of 15E~ r which were computed in II and 
which, for the' purpose of comparison, are given 
again in Table III. It is entirely possible that the 
use of more accurate electron wavefunctions might 
result in rather larger estimates of 15E~.Q' And 
it is certain that the difference in the meson mas­
ses causes this energy correction to be several 
times larger for arr-e- atoms than for aK-e­
atoms of comparable energy. Nevertheless, it 
appears most unlikely that a more elaborate cal­
culation would result in estimates of E b - E: large 
enough to change significantly the conclusions 
reached in Sec. 2. 

4. CORRECTION TO MEAN MESON ORBITAL 
RADIUS 

The distortion due to the interaction H' has been 
estimated for the electron wavefunction, but not 
for the meson wavefunction. It was argued in I 
that the relatively large mass of the meson should 
prevent its wavefunction from being distorted 
nearly as much as that of the electron when H' is 
taken into account. Nevertheless, it seems worth­
while to obtain a rough estimate of the correction 
to the mean meson orbital radius, because the inter­
action between the me sonic atom and a He atom, 
which was estimated in Ref. 8 for a few cases of 
special interest, depends to some extent on this 
radius. However, because the dependence is not a 
very sensitive one, it should suffice to demonstrate 
that the correction is likely to be quite small. As 
in Ref. 8, only circular orbits are considered here. 

An accurate way of determining the correction 
would be to solve Eq. (2. 3) numerically and then 
to compare the mean radius obtained using the 
wavefunction rp t with that obtained using rp!v. 
However, the determination of Ebde requires a not 
entirely negligible amount of computer time for 
each value of r . For the highly excited circular 
orbits being c6nsidered here, the meson radial 
wavefunction varies so rapidly with r that a very 
small step length is required for the humerical 
integration. Consequently, it was decided to esti­
mate the correction by generalizing some rela­
tively simple variational calculations described 
in I. 

A three-parameter variational wave functiOn was 
employed in the calculation described here. This 
function has the form 

>J!~(r e' r ,,} = >J!~(re, r J.l} [1 +aG(re , r "';. ,,} ]!Nl/2 . 
(4.1) 

In Eq. (4.1), as in previous work, >J!~ denotes the 
product of two hydrogenic functions, one of which 
describes an electron- in a 18 orbit with effective 
nuclear charge z, and the other, a meson in a cir­
cular orbit with principal quantum number nand 
effective nuclear charge Z. However, in this in­
stance, in order to be able to construct the function 
G in such a form that it is obviously a generaliza­
tion of the function g 1 defined by Eq. (2.17), it is 
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assumed that the azimuthal quantum number of the 
meson is zero in the state I{f~. The function G is 
given by 

G(re,rjl,rjl) = [2(~1T)1/2/C(l', 1, l; 0, 0)] 

x {re/r~, r -r > A} A 

_ / 2 jl - e [Y I o(r ) J-1 

rjlre' re-rjl>A . jl 

x P, C(l', 1, 1; m', - m')Y l'.m,(r jl)Y 1.-m,(r e), 

(4.2) 

where A is an exceedingly small, positive quantity 
and where 

1 = n - 1, 

l' = 1 ± 1. 

(4.3) 

(4.4) 

The quantity r jl' which is the mean meson orbital 
radius for the state I{f ~, is given in terms of Z by 

rjl =n(n + !)/(MZ). (4.5) 

The Clebsch-Gordan coefficients in Eq. (4. 2) are 
expressed in the notation of Rose. 9 If, in Eq. (4. 2), 
r jl is replaced with r and if r jl is assumed to be 
in the direction of th~ positive z axis, the quantity 
G becomes identical to [(2l' + 1)/(2l + 1)]1/2 gl. 
The quantity N in Eq. (4.1) is a normalization fac­
tor. The variational parameters for the wave­
function I{f~ are z, Z, and a. 

The wavefunction I{f~, which is obviously an eigen­
function of the total orbital angular momentum 
operator for the two particles, is orthogonal to the 
wavefunctions for all states with total orbital an­
gular momentum different from 1, thereby making 
possible a variational calculation. The function 
I{f~ takes into account approximately not only the 
distortion of the electron wave function, but also, 
by means of the parameter Z, the possibility that 
the interaction H' may distort the radial meson 
wavefunction. The wavefunction I{f~ is to be com­
pared with the two-parameter variational function 
employed in I, which is of the same form as I{f ~ 
and which is also denoted by I{f~, but which is not 
necessarily characterized by the same values of 
z and Z. The difference between the optimum 
values of Z for these two variational wavefunctions 
should lead to a rough estimate of the correction 
to the mean meson orbital radius. 
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The parameters z, Z, and a. are determined by 
minimizing the value of the integral 

J v* v 
I{f b H b I{f bdT jldT e • 

Because of the particular form chosen for I{f~, 
only the monopole, dipole, and quadrupole electron­
meson interactions have to be taken into account. 
In a somewhat similar calculation described in I, 
where the meson was treated as a classical point 
charge and where the electron wavefun,ction was 
approximated with a function of the type specified 
by Eq. (2.15), it was shown that the distortion para­
meter a can be calculated to within an accuracy of 
a few percent even if the quadrupole interaction is 
ignored. Since G is really only a generalization of 
the function g 1 used in the semiclassical calculation 
described in I, it seems likely that a similar 
approximation can be made here. Therefore, in 
order to shorten what would otherwise be an extre­
mely lengthy calculation, it is assumed that, in the 
three-parameter variational computation, the Hamil­
tonian H b may be approximated by 

, 2 4 1 4 
Hb",,-V ----V2--+Ho+H1 (4.6) e re M jl rjl , 

where both Ho and H1 are multipole interactions 
of the type specified by Eq. (2. 8). It is probable 
that the principal source of error in the calculation 
is not the approximation given by (4.6), but the 
inadequacy of the function G as an accurate repre­
sentation of the relative distortion of the electron 
wavefunction. 

The derivation of the approximate expression for 
the variational energy is straightforward. Because of 
its considerable length, this expression is not re­
produced here. It is found, for both [' = l + 1 and 
l' = 1 - 1, that a1T-e- atoms with n :S 18, aK-e­
atoms with n :S 32, and ape- atoms with n :S 42 all 
have values of Z for the circular orbits which 
differ by:S 1 °10 from the corresponding values deter­
mined in I using the undistorted variational wave­
function I{f ~. It then follows from Eq. (4. 5) that, 
in each of these instances, the mean meson orbital 
radii associated with the distorted and the undis­
torted variational wavefunctions differ by .$1 °10. 
Although it is quite possible that a calculation using 
more accurate wavefunctions would result in some­
what larger estimates of the difference between the 
two radii, the differences obtained here are so 
small that there appears to be little reason to pur­
sue the matter further. 

4 This statement is a simplification. The contribution of Baber 
and Hass~ was the discovery of a series representation of 
the function depending on the variable 'T/ = (re - re~)/r , 
where r e = 1 r e - r I. Series representations of the f~nction 
depending on the va~iable ~ = (r e + r e )/r had been given 
previously by Hylleraas [E. A. Hylleraits, Z. Physik 71, 739 
(1931)J and also Jaffll [G. Jaffll, Z. Physik 87, 535 (1934)J. 
The series given by Hylleraas and Jaffll, though different in 
form, are equivalent. The numerical computations reported 
in the present paper were, for the most part, carried out 
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using the solution obtained by Jaffji. However, as a check on 
the accuracy of the computer program, the value of Elide was 
calculated for a few values of r ~ using the solution of Hyl­
leraas. 

5 A. S. Wightman, thesis (Princeton University, 1949)(unpub­
lished). 

6 G. T. Condo, Phys. Letters 9,65 (1964). 
7 J. E. Russell, Phys. Rev. AI, 742 (1970). 
8 J. E. Russell, Phys. Rev. ISS, 187 (1969). 
9 M. E. Rose, Elementary Theory of Angular Momentum (Wiley, 

New York, 1957), pp. 32-7. 
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An incident plane wave is scattered from a surface, corrugated in one 'dimension, and given by an infinite 
number of periodic, finite-depth, infinitesimally thin parallel plates (thin comb) having soft boundary con­
ditions. The solutions of the Helmholtz equation are assumed to be upgoing plane waves above the plates 
and standing waves in the plate wells. Both have unknown amplitude coefficients. Continuity of the solu­
tions and their derivatives across the common boundary yields a doubly infinite set of linear equations 
for the unknown amplitudes. The equations are solved using the modified residue calculus technique due 
to Mittra. The amplitudes are expressed as values or residues of a certain meromorphic function. The 
residue calculus and Wiener-Hopf techniques are related; thus, an example of a solvable finite-range 
Wiener-Hopf-type problem is presented. Numerical evaluations of reflection coefficients are pre­
sented as a function of frequency, depth, and incident angle. The Wood P anomaly and the Brewster­
angle anomaly are demonstrated. Results for backscatter at near-grazing incidence are also presented, 
and correspondences between the reflection coefficients and amplitude phases, as a function of depth, 
are indicated. 

1. INTRODUCTION 

The problem considered in this paper is the cal­
culation of the scattered field when a plane wave 
is incident on a (one-dimensional) periodic corru,.. 
gated surface. The surface is given by an infinite 
number of periodically spaced, infinitesimally 
thin parallel plates having a finite depth (thin 
comb). The surface is thus a grating of thin 
spikes. The geometry is illustrated in Fig. 1. Both 
plates and bottom are assumed to satisfy the soft 

_x 

FIG.!. Plane wave at angle e i incident on an infinite number of 
periodic (period 21), finite depth (d), thin parallel plates extend­
ing to ± 00 in y. en are the scattering angles and S(x) the sur­
face. ¢ is the phase lag for a ray reaching x = 21 as opposed to 
x = O. Region A is Z 2: 0, and region B, 0 2: Z 2: - d. 

boundary condition. Problems of this type are 
treated in the books of Weinstein l and Beckmann 
and Spizzichino. 2 Hurd3 gave an approximate 
solution to a similar problem with a hard boundary. 
He used residue calculus methods from complex 
function theory to solve a set of linear equations 
which yielded an approximate solution to the prob­
lem. The residue calculus method is related to the 
Wiener-Hopf method. 4 Stewart and Gallaway 5 and 
Hessel and Oliner6 described the types of anoma­
lies which arise when treating such surfaces, and 

Tseng7 pointed out an additional anomaly by dis­
cussing the problem using a scattering matrix 
technique and calculating the dispersion curves 
which arise. In this paper we wish to solve the 
problem exactly using a modification of the resi­
due calculus technique due to Mittra, Lee, and 
Vanblaricum. 8 

In Sec. 2 the basic formulation of the problem is 
presented. A single frequency is considered. The 
harmonic time dependence is separated from the 
two-dimensional wave equation, and the resulting 
Helmholtz equation for the wave function or velo­
city potential t/J(x, z) is solved in two regions: 
region A above the plates z 2: 0, and region B 
between the plates 0 2: Z 2: -d. t/J in region A is 
assumed to be the sum of the incident wave and 
the scattered wave, the latter given by a super­
pOSition of plane waves with unknown amplitudes 
and propagating in directions given by the grating 
equation. t/J in region B is assumed to be a super­
position of standing waves (with unknown ampli­
tudes) in both x and z directions. The soft 
boundary condition is used. The two solutions and 
their derivatives are matched across the common 
domain to yield two infinite sets of equations for 
the amplitudes. 

The equations are solved in Sec. 3. The residue 
series of certain integrals of a constructed mero­
morphic functionj(w) are shown to reproduce the 
infinite sets of equations. The amplitude co­
efficients in region A ~re particular residues of 
j(w) and the coefficients in region B particular 
values of j(w). 

The details of constructing j(w) are given in Sec. 
4. If the plates were semi-infinite in depth, as in 
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culation of the scattered field when a plane wave 
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gated surface. The surface is given by an infinite 
number of periodically spaced, infinitesimally 
thin parallel plates having a finite depth (thin 
comb). The surface is thus a grating of thin 
spikes. The geometry is illustrated in Fig. 1. Both 
plates and bottom are assumed to satisfy the soft 
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FIG.!. Plane wave at angle e i incident on an infinite number of 
periodic (period 21), finite depth (d), thin parallel plates extend­
ing to ± 00 in y. en are the scattering angles and S(x) the sur­
face. ¢ is the phase lag for a ray reaching x = 21 as opposed to 
x = O. Region A is Z 2: 0, and region B, 0 2: Z 2: - d. 

boundary condition. Problems of this type are 
treated in the books of Weinstein l and Beckmann 
and Spizzichino. 2 Hurd3 gave an approximate 
solution to a similar problem with a hard boundary. 
He used residue calculus methods from complex 
function theory to solve a set of linear equations 
which yielded an approximate solution to the prob­
lem. The residue calculus method is related to the 
Wiener-Hopf method. 4 Stewart and Gallaway 5 and 
Hessel and Oliner6 described the types of anoma­
lies which arise when treating such surfaces, and 

Tseng7 pointed out an additional anomaly by dis­
cussing the problem using a scattering matrix 
technique and calculating the dispersion curves 
which arise. In this paper we wish to solve the 
problem exactly using a modification of the resi­
due calculus technique due to Mittra, Lee, and 
Vanblaricum. 8 

In Sec. 2 the basic formulation of the problem is 
presented. A single frequency is considered. The 
harmonic time dependence is separated from the 
two-dimensional wave equation, and the resulting 
Helmholtz equation for the wave function or velo­
city potential t/J(x, z) is solved in two regions: 
region A above the plates z 2: 0, and region B 
between the plates 0 2: Z 2: -d. t/J in region A is 
assumed to be the sum of the incident wave and 
the scattered wave, the latter given by a super­
pOSition of plane waves with unknown amplitudes 
and propagating in directions given by the grating 
equation. t/J in region B is assumed to be a super­
position of standing waves (with unknown ampli­
tudes) in both x and z directions. The soft 
boundary condition is used. The two solutions and 
their derivatives are matched across the common 
domain to yield two infinite sets of equations for 
the amplitudes. 

The equations are solved in Sec. 3. The residue 
series of certain integrals of a constructed mero­
morphic functionj(w) are shown to reproduce the 
infinite sets of equations. The amplitude co­
efficients in region A ~re particular residues of 
j(w) and the coefficients in region B particular 
values of j(w). 

The details of constructing j(w) are given in Sec. 
4. If the plates were semi-infinite in depth, as in 
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the Carlson-Heins problem,9,lO the meromorphic 
functions to be constructed would depend on the 
z component of the normalized wavenumber q. in 
region B. Hence the variou~ amplitude coeffi6ients 
would also. Here,for finite-depth plates,/(w) has 
zeros at values iii which are shifted from the qr 
The shift is calculated by an iteration procedure 
outlined in Sec. 4A. The edge condition is shown to 
hold in Sec. 4B and the intensity relation is derived 
in Sec. 4C. Since the surface is lossless, the latter 
yields an explicit expression for the reflection co­
efficient which is used as a check in the calcula­
tions. Finally, the amplitude coefficients in region 
A are explicitly evaluated in Sec. 4D. 

The numerical results are presented in Sec. 5. 
Reflection coefficients for the various spectral 
orders are given as a function of incident fre­
quency, incident angle, and depth of the corrugations. 

(r is the radial distance from the edge). This is 
the usual edge condition.l2 
(b) t/I and Vt/l are continuous in each subregion 
and across the z = 0 interface. 
(c) Apart from the incident wave, t/I represents 
outgoing waves as z -) 00. 

It will be shown that the following wave functions 
satisfy restrictions (a) and (c) and Eq. (2.3) in 
regions A and B, respectively. For z 2: 0 (region 
A) t/I is written 

(2.4) 

with t/I i the incident plane wave (a 0 = sinei , f3 0 = 
cosei ) 

(2.5) 

The Wood P anomaly and the Brewster-angle and t/lsc the scattered wave, written as a super-
anomaly are demonstrated, and results for back position of plane waves propagating in the positive 
scatter at near-grazing incidence are presented. z direction: 
A maximum occurs in the backscatter reflection 
coefficient when the angle of reflection is the 
negative of incident angle. Correspondences be­
tween the reflection coefficients and amplitude 
phases, as a function of depth, are also indicated. 

Summary and conclusions are presented in Sec. 6. 

There are two appendices. Appendix A is con­
cerned with some properties of the infinite pro­
ducts in the paper, and Appendix B, with the alge­
braic part of the behavior of the residue functions 
for large arguments. 

2. BASIC FORMALlSM 

The problem is to solve the two-dimensional 
Helmholtz equation for a plane wave incident at 
angle e i on an infinite number of periodic (period 
21), infinitesimally thin parallel plates, of finite 
depth d, and with soft boundaries illustrated in 
Fig. 1. The Helmholtz equation is (e- iwt is assumed 
throughout) 

( £ +2.: + k 2\t/I(X,z) = 0, 
ax2 az2 } 

(2.1) 

where t/I is the scalar wave function or velocity 
potential.ll The incident wavenumber is k = 21T/A, 
where A, is the wavelength. The surface is given 
by (see Fig. 1) 

~ -d 
S(x) = 1 0, ' 

x '" 0, ± 21, ± 41, .• " 
x = 0, ± 21, ± 41, ... 

and the soft boundary condition by 

t/I[x, S(x)] = o. 

t/I has the following restrictions: 

(2.2) 

(2.3) 

(a) t/I and Vt/I are finite in each subregion except 
at the sharp edges of the plates where t/I = O(rl/2) 
and 1 V t/ll = O(r- l !2) as the edge is approached 

(2.6) 

where an = sine n, f3 n = cos en' and en is the 
scattering angle given by the grating equation 
below. The An coefficients are to be determined. 
The scattering coefficient R(x, z) is defined by 

(2.7) 

Since the surface is periodic, so is R: 

R(x + 2l, z) = R(x, z). (2.8) 

This implies the grating equation 

an = a o + nA, (2.9) 

where A = A/21 is the normalized wavelength. 
For 0 2: Z 2: - d (region B), t/I is written as a 
series of standing waves in both x and z direc­
tions. It is given, for 0 ~ x ~ 21, by 

(2. 10) 

with (pj )2 + (qj)2 = 1 and where the boundary con­
dition [Eq. (2. 3)] has been satisfied at x = 0 and 
z = - d. To satisfy Eq. (2. 3) at x = 21 requires 
P j to be given by 

Pj =jA/2. (2.11) 

Now, t/lB/t/li has period 21. Thus for other values 
of x, t/I B is given by 

(2. 12) 

where 0 ~ xl';:; 21. Substituting Eqs. (2. 4) and 
(2.10) into the continuity conditions (b) given by 

(2. 13) 
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(2. 14) 

and projecting out the B. coefficients by the usual 
procedure yields the set of equations 

00 

ld
oo 

(An + 0no)Knj = tBj sin(qjkd), 

where 0no is the Kronecker 0: 

° _ j 1, 
na -,0, n=O 

n '" 0 

and the coefficients K nj are given by 

1 J2l . 
Knj =2f ° sin(Pjkx)etkanxdx 

(2.15) 

(2. 16) 

= (A/21T)P/f3~ - qJ)-1[1- (_)je2rriaolA]. (2.17) 

At this point Hurd3 makes an approximation which 
consists in neglecting the terms e i qj kd which 
occur in the right-hand sides of Eqs. (2. 15) and 
(2.16). The approximation is not necessary, how­
ever, and we do not make it. Multiplying Eq. 
(2.15) by qj and successively adding and sub­
tracting the result from Eq. (2. 16) yields the set 
of equations 

~ [( ) ( ) 117 qjBj ±iq.kd 
n!:'oo f3n±qj A n- f3n'fqjOnoJHnj="2[e J • 

(2. 18) 

Multiplying Eq. (2. 18) by e Hq/d, respectively, 
successively adding and subtracting the resulting 
equations, and using Eq. (2. 17) yields, after re­
arranging, the set of equations 

Equations (2.19) will be solved in the next section. 

3. SOLUTION OF THE EQUATIONS 

The solution of Eqs. (2. 19) is given in this section. 
Consider the meromorphic functionj(w) specified 
by the following properties: 

(a) j(w) has simple poles at w = f3 n, n = 0, ± 1, 
± 2,' ., and a simple pole at w = - f3o• 
(b) j(w) has simple zeros at w = iij' j = 1,2, 
These zeros will be determined from the con­
dition 

( ) 2 iq.kdj ( ) 0 j qj - e 1 - qj = . (3. 1) 

(c) j(w) approaches zero as 1 w 1-> 00. 

(d) The wavefunction 1/1 approaches zero as r1/2 
as the edge of a plate is approached (r is the 
radial distance from the edge). Equivalently, 
01/1 /orapproaches infinity as r- 1 / 2 as r -> 0. 12 It 
will also be demonstrated how properties (b)- (d) 
are interrelated. 

Consider integrals of the form 

~~ -iqjkd J j(w2dw ± eiqjkd J j(~dW), (3.2) 
21Tl, csw qj csw qj 

FIG. 2. Contour of integration Cs for the residue calculus tech­
nique. A possible configuration of the poles Iln( I nbs) and 
- 130 , and points ± qj(j ~ 5) is shown. V3 n poles for n negative 
are not indicated.) 

where the contours C enclose the points w = ± q; 
for j :S S, - f3o, and f3 n

S for 1 n I:s S as illustrated in 
Fig. 2. As S approaches infinity, the contour C s 

approaches an infinite contour and Eq. (3. 2) 
approaches zero because of property (c) above. 
Using the Cauchy residl:le theorem, the residue 
series of Eqs. (3.2) are given by 

+ [e -iqjkdj(q.) ± eiqjkdj (_ q.)] 
J J 

+ r(- f3o)( _e;:q~dqj ± _e;:k~ qj) = 0, (3.3) 

where r({:3) is the residue of j(w) at w = f3. Using 
Eq. (3. 1), Eq. (3. 3) becomes 

( 

-iq.kd iq.kd ) e J e J 
- r(- f3o} f3 + ± f3 -o qj 0 qj 

{

_ 2e -iqjkdj(q .). 
= J 

o 
(3.4) 

Equation (3.4) is equivalent to Eq. (2. 19) if the 
following identifications are made: 

r(- f3o) = 1, (3.5) 
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Thus,knowing the functionj(w) determines the 
amplitude coefficients An and B j from Eqs. (3. 6) 
and (3.7), respectively. The functionj(w) is con­
structed in the next section. 

4. CONSTRUCTION OF f(w) 

The functionj(w) is defined by properties (a)-(d) 
in Sec. 3. It is constructed as follows. Define the 
following infinite products [which are discussed in 
Appendix A in Eqs. (A10), (A9), and (A8), respec­
tively]: 

II(w, q) = fi (1 _ WI) ~~qj) e2w/ijA , 

n=l \ 70 \iJA 

II (w, (3) = IT (1 _ w \(~-n) e w
/
inA , 

.2 j=l (3-J tnA 

Equation (A10) is used to satisfy property (b). 
Equations (A8) and (A9) are used to satisfy (a). 
Thus j(w), satisfyipg properties (a) and (b), can be 
written 

j(w) = g(w) II(w,ii) , 
w2 - {3~ II 12(w, (3) 

(4.1) 

where II 12(w, (3) == II1(w, (3)II2(w, (3) and g(w) is an 
entire function which will be determined. Asymp­
totic properties of these. infinite products yield as 
Iw I ~ w [arg(w) ~ 1T/2] (see Appendix A) 

j(w) ~ [g(w)/w3 / 2 ]e2w(ln2)/iA , (4.2) 

where some constant terms have been absorbed 
in g(w). The domain arg(w) = 1T/2 can be included 
as discussed in Appendix A and does not change 
the following choice of g(w) given by 

( ) 
2iw(ln2)/A 

g(w) = go + gl we, (4.3) 

where go and gl are constants to be determined. 
This choice of g(w) guarantees thatj(w) ~ 0 
algebraically as I wi --) w. Thus property (c) is 
satisfied. It will be shown that if gl ~ 0, ol/lA/or = 
O(r-3 / 2 ) as the edge of a plate is approached (r is 
the radial distance from an edge). This type of 
behavior is too singular. 12 Thus the edge property 
(d) implies g1 = O. Similarly for go ~ 0 it will be 
shown that al/lA/ar = O(r-1/2), the correct edge 
behavior. Using Eqs. (4. 1) and (4.3), the above 
discussion, and evaluating the constant go using 
Eq. (3. 5) yields for j(w) 

(4.4) 

A. Edge Condition 

In order to check that property (d) hold, it will be 
shown that, as the edge of a plate is approached 
(Le., as the radius r from the x = z = 0 plate edge 
approaches zero), the scattered part of the term 
a1/lA/ar (proportional, e.g., to the velocity on the 
plate) goes to infinity like r- 1 / 2 • Proving this 
derivative condition is Simpler than showing that 
1/1 A approaches zero like r 1/2 , and choosing the 
solution in region A is more straightforward than 
working with the solution in region B for this 
particular problem. Both the function and the 
derivative relations are equivalent, however. The 
scattered part of the wavefunction is given by Eq. 
(2.6): 

(2.6)· 

In terms of cylindrical coordinates r and e given 
by 

x = r sine == ra, Z = r cose == r{3 

Eq. (2.6) can be written as 

(4.5) 

Differentiating Eq. (4. 5) with respect to r yields 

a~;C(r, e) = ik I; An(ana + (3n(3)e ikr(<xna.+BnB). 

n=-oo (4. 6) 

Consider part of this sum defined by 

Sl(r, e) == I; An(ana + {3n(3)eikr(ana+BnB). (4.7) 
n=l 

For large n, ian ~ f:3n = iO(n), and An = O(n-3 / 2 ) 
(see Appendix B). Thus the sum S1 is, up to some 
bounded junction, equal to the sum defined by 

(4.8) 

where K is complex with positive imaginary part. 
The sum ~ 1 can be bounded above and below as 

The integral on the right-hand side of Eq. (4. 9) is 
an elementary integral13 
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f
oo ·K 

o n-1/2e' rndn = (1T/iKr)1/2. (4.10) 

The integral on the left-hand side of Eq. (4. 9) can 
be written as 

J 00 1/2 iKrn Joo 1/2 iKrn n- e dn = n- e dn 
1 0 

_ J1 n-1/2eiKrndn. 
o 

(4.11) 

The first integral on the right-hand side of Eq. 
(4.11) is just Eq. (4. 10). The second integral can 
be written by expanding the exponential in powers 
)f r (which is small): 

J1n-1/2eiKrndn = J\-1/2{1 + iKrn + ... }dn 
o 0 

= J1 n-1/2dn + iKr J1n1/2dn + ... 
o 0 

= 2 + iKr(~) + ... 
~ 2 as r~ O. 

Combining these results it is obvious that as 

(4. 12) 

r ~ 0, ~1 (r) = O(r-1/2). Similarly, another part of 
the sum in Eq. (4. 6), S2(r, e), running from n = - 00 

to - 1 can be defined and shown to go like r- 1 / 2 

as r ~ O. Therefore, since the n = 0 term in Eq. 
(4.6) is bounded, the sum Eq. (4. 6) can be written 
as r ~ 0 as 

o1/lsc . { } --ar(r, e) = lk Sl (r, e) + S2(r, e) + B(r, e), (4.13) 

where B(r, e) is some bounded function, and hence 
it is obvious that oWsc(r, e)/ar = O(r-1/2) as 
r ~ O. Since the incident plane wave and its radial 
derivative are bounded, it has thus also been 
shown, using Eq. (2. 4) that a 1/1 A(r, e)/ar = O(r- 1/2) 
asr ~ O. Thus, property (d) is fulfilled. It can 
easily be seen that if gl '" 0 in Sec. 4, then 
aWA/ar = O(r-3 / 2) as r ~ O. The latter behavior is 
also singular. 

B. Flux Conservation 

In order to derive a relation which expresses the 
conservation of flux, consider the following integral 
relation: 

(4.14) 

which follows from Green's theorem and the fact 
that 1/1 and 1/1* are solutions of the Helmholtz 
equation. an is the derivative in the direction of 
the inward normal (n) to the closed contour of 
integration C = 12 ... 81 (see Fig. 3). The arc­
length is J.l, the * is complex conjugation, and the 
notation a is defined by 1/J*a1/J == 1/J*(o1/J) - (a1/l*)1/J. 
The integrals along paths 4-5 and 67 vanish since 
1/JB is zero on these paths. Integrals along the 
semicircles 34 and 18 vanish as E ~ O. This 
follows from the edge condition (d). The integrals 

FIG. 3. Contour of integration C = 12 ... 81 for the flux con­
servation relation in Sec. 4B. The (x, z) coordinates of the 
points are shown, as well as the inward normal n. 

along the paths 23 and 81 cancel each other 
because of the periodicity of 1/JA' Substituting 1/JB 
from Eq. (2.10) and performing the integral along 
the path 56 shows that this integral also vanishes. 
Thus Eq. (4. 14) becomes 

J21 .. 
o dx1/J: (x, zl)az1/JA(x, zl) = O. (4.15) 

Substituting 1/JA from Eqs. (2. 4)-(2.6) and per­
forming the integrals yields the flux conservation 
result or, since the surface is lossless, the re­
flection coefficient R: 

(4. 16) 

where the sum is over all n such that (3n is real, 
i.e., over real scattering orders. This result is 
used in Sec. 5 to provide a check on the accuracy 
of the evaluation of An' In addition the individual 
spectral reflection coefficients Rn defined by 

(4.17) 

are plotted as a function of various parameters. 

C. Zero Shifting 

In order to calculate the iij it is convenient to 
define the shift 6j as the difference between qj and 
qj: 

6j = iij - iii' (4.18) 

The procedure to calculate the 6j terms is due to 
Mittra, Lee, and Vanblaricum. 8 In order to satisfy 
the edge condition we have chosen (see Appendix 
A) that for large j, if· ~ ijA/2 '" q. Thus for 
I

. J ] 
arge J 

(4.19) 

For general.j, the 6j terms are found from Eq. 
(3. 1): 

f () 2 iq .kd ( ) 
qj - e J f - qj = O. (3.1) 

Substituting Eq. (4. 4) into Eq. (3. 1) and rearrang­
ing terms yields 

II(qj,ii) = e 2iqj(kd-2ln2)1A II 12 (qj, (3) 
II(- qj' q) II 12(- qj' (3) • (4.20) 

Using Eqs. (A10) and (4.18) the lhs of Eq. (4. 20) can 
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be written 

(4.21) 

Factoring the product in Eq. (4. 21), substituting the 
result into Eq. (4. 20), and rearranging terms yields 

(4.22) 

where rhs stands for the right-hand side of Eq. 
(4.20). Superscripts have been added to the 0 
terms to indicate that Eq. (4. 22) is to be usednas 
an iterative equation to calculate the on terms. 
The procedure is as follows: 

(i) For large j, O. ~ 0 from Eq. (4.19). This is 
assumed to be the ~eroth interation (m = 0) and is 
substituted in the rhs of Eq. (4.22). 
(ii) The first iterations o?), O~l), ... ,051

) are 
. (1) (1) 

then calculated up to a J = J such that 0 J+1> 0 J+2 , 

... ,are zero to any desired accuracy. In practice 
we set this accuracy at E = 3 X 10-4 , so that oil), 
. .. ,0 ~1) are greater

1 
than E and 0 ~:>l> ... less 

than E. The terms O~}l' ... were then set equal to 
zero throughout the successive iterations. 
(iii) The first iterations are then substituted into 
the rhs of Eq. (4.22) and second iterations are 
calculated. Iterations are continued until the Nth 
iteration yields m~1 0Y-1) - 0 ~N) I < E, where 
the maximum value is over all / such that O. is 
in the iteration set. J 

(iv) In practice, once the iteration set of o/s was 
found, successive iterations were calculated as 
either (a) a forward iteration, viz. first calcuate 
oi2), then O~2) using oi2), etc., such that the calcula­
tion of oJ) used the second iterations O~2), ... , 
o~:~ and similarly for higher interations, or (b) a 
backward iteration, where we first calculate 1)5-2), 

then O~~l using O~2), etc., such that the calculation 
of O~2) used the second iterations of>, ... ,O~2) 
and Similarly for higher iterations. 

The backward iteration generally converged 
faster. The advantages of this scheme are that 
good starting values are known for all on and 
asymptotic values are known exactly. Also, matrix 
inversion is avoided, and each iteration is checked 
to see how well it satisfies Eq. (3. 1). Generally, 
the iterations converged rapidly (less than 12 
iterations). Some examples of OJ and R are shown 
in Table I. 

DESANTO 

TABLE L Some representative values of Ii (n) calculated using 
Sec.4C for three different sets of paramete~s Cl'o = sin(6 i ), 

A = A/21, and kd. The calculated total reflection coefficient R 
and the number of iterations, N, necessary to satisfy the error 
criterion, are also shown. 

Parameters 

Cl'o = 0.8 
A = O. 95 

(a) kd = 3.2 
R = 1. 0000 
N = 5 

Cl'o = O. 707 
A = 0.63 

(b) kd = 3.2 
R = 1. 0001 
N = 6 

Cl'o = 0.1 
A = O. 51 

(c) kd = 2.0 
R '= 1. 0001 
N = 17 

j 

1 
2 
3 

1 
2 
3 

1 
2 
3 
4 
5 
6 
7 

D. Calculation Of A. 

Re(Ii(N» 
J 

Im(IiY» 

-0.0686 - 0.0632 
- 0.3361 0.0373 
- 0.0001 0.0004 

- 0.0100 - 0.0172 
- 0.0625 0.0010 
- 0.3625 0.0788 

- 0.0432 - 0.3183 
0.0268 - 0.0232 
0.0569 - 0.1520 
0.0575 0.0795 
0.0043 0.0033 
0.0003 0.0004 
0.0002 0.0002 

In order to calculate the coefficient A from Eq. 
(3.6) it is necessary to know the residue of few) at 
w = {3". To find this we first need to calculate 

. (W -13.) ) hm . 
w .... sn TI12 (w, (3) 

(4.23) 

This can be done as follows. Using the fact that 
(see Appendix A) 

TI(w)n(- w) = IT (1 _ W2) = sin(7Tw) 
n=l n2 7TW' 

it is straightforward to derive from Eqs. (A8) and 
(A9): 

sin{7T[ Go + (1 - w2)1/2]/ A} 
n12(w, (3)Il12(- w, (3) = 7T[ Go + (1 _ w2)1/2]/ A 

sin{7T[ Go - (1 - w2)1/2]/ A} 
x (4.24) 

7T(OO -(1 - w2)1/2]/ A • 

Solving Eq. (4. 24) for TI12 (w, (3), substituting the 
result into Eq. (4.23) and performing the resulting 
calculation yields 

. ~W-{3nJ 7TO" (O~-O;)n12(-{3",{3) 
11m = -- . 
w .... s" n12 (w, (3) Af3n sin(27TO!o/ A) 

(4.25) 

A further useful relation which can be derived 
from Eq. (4.24) is 

( ) 
sin(27TO!o/A) 

TI12 - f3 o' {3 = . 
(27TO 0/ A)n12{f30' f3) 

(4.26) 

Substituting Eqs. (4. 25) and (4.26) into Eqs. (3. 6) 
and (4.4) yields 

A = - (jOon TI12(- i3n• (3) II(j3n' q) 
n {3noo II12{J30' {3) TI(- (30, q) 

X ~2i(So+8,,) Qu2)/ A. (4.27) 
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This result is used to calculate Rn from Eq. (4.17). 
The results are presented in the next section. 

5. RESULTS AND DISCUSSION 

There are two steps in the calculation of the re­
flection coefficients R". The first is to find the 
OJ shifts by the procedure outlined in Sec. 4C. The 
second is to substitute these 6. terms into Eq. 
(4.27) and to evaluate numeridally the A" coef­
ficients. The latter requires a note on how to 
evaluate the infinite products. First, take the sum 
of the logarithms of the terms in the product. The 
first hundred terms (n = 1, ... ,100) are added, and 
the tail of the product or remainder p is approxi­
mated by an integral. If the real and imaginary 
parts of p satisfy the (box) norm II p II == I Rep I 
+ I Imp I < 0.2, then p is added to the product. 
if not, then the next hundred terms are taken, etc., 
either until the norm is less than 0.2 or until a 
thousand terms are taken. If, for n = 1000, the 
norm is still greater than O. 2, it is just added into 
the sum. [Note that for the product llu we must 
take 200 terms and multiply symmetrically since 
only in this way does the product converge (see 
Appendix A).] The error thus introduced into each 
product is of the order of II p III n, which for n = 100 
is less than 0.2°/0' The error in the amplitude is 
thus less than 1°1o • This evaluation in each case 
was checked by calculating R from Eq. (4.16). A 
few worst cases of R differed from R == 1 in the 
third decimal place. The majority of cases were 
one to an accuracy of four or five decimal places. 
(See Table I.) 

The results are presented in Figs. 4-13. In Figs. 
4-6, the spectral reflection coefficients Rn and am­
plitude phas~s <1>,. (in radians, -1f to 11) defined by 
An== IAnl cHi'n == (Rnf30/13,,)1/2 e''iJnareplotted 
with respect to the parameter kd for incident 
angles 8i R: 5. 8° (0 0 == 0.1, Fig. 4), 8i == 450 (00 
== 0.707, Fig. 5) and 8i = 85° (00 == 0.99619, Fig. 
6). In each case A== 0.63. Note that the changing 
parameter kd can be thought of as either variable 

1.0 

0.9 "0=0.1 
0.8 A·0.63 
0.7 

b.6 
£l 05 

0.4 

0.3 

0.2 

0.1 

7 
kd 

FIG. 4. (a) Reflection coefficients R and (b) amplitude phases 
<l>n' plotted as a function of the "depth'!. parameter kd with Cl O = 
0.1 (incident angle e; "" 5.8°) and A = 0.63. 

1.0,....~-------------------:-7l 

0.9 

0.8 

07 

0.6 

rl 0.5 

04 

0.3 

0.2 

O.IL?+~.L~~¥~--=:;:::+=~~~:!.-~ 

FIG. 5. (a) Reflection coefficients R and (b) amplitude phases 
1> •• plotted as a function of the "depth'!. parameter kd with ClO = 
0.707 (incident angle e; = 45') and A = 0.63. 

frequency, fixed depth or fixed frequency, variable 
depth. The reflection coefficients shown add up to 
1. Also at kd == 0, <1>0 = - 1f, as is to be expected for 
a soft surface. It is also found that the minima of 
the reflection coefficients R" are correlated with 
the zeros of a2<1>n/a(kd)2, and the magnitude of Rn 
at its minima is correlated with the magnitude of 
a <l>n/a(kd). (A discussion of these assertions will 
be presented in a future paper.) Some examples 
are the paints kd 2! 4.9 in Fig. 4, kd 2! 3.2,4.8, and 
11 in Fig. 5, and kd 2! 9 in Fig. 6. The vanishing of 
Ro in Fig. 5(a) is an example of the Brewster-angle 
anomaly5-7 where for certain parameter values the 
specular scattering is extinguished and all the 
energy goes into the othe;r scattering orders. 

I.0r-___ ~----------------~ 

0.9 Ro '0' 0.99619 {oJ 

0.8 A'0.63 
0.7 

0.6 

at 0.5 

0.4 

0.3 

0.2 

0.1 

~ -[ 

~~~¢=~~4~~~6~~~~~~10~~~12--~13J 

FIG. 6. (a) Reflecti~n coefficients Rn' and (b) amplitude phases 
</In. plotted as a function of the "depth' parameter kd with 0/ = 
0.99619 (incident angle e i = 85°) and A = 0.63. 0 

Figure 7(a) is an example of the WoodP anomaly5-7 
Le., the rapid exchange of energy between specular 
and backscatter orders as one of the parameters 
is varied. Again note, in Fig. 7(b), the above-men­
tioned correspondence between R" and <Pn' Also 
the large jump in <1>-1 at kd ::;,: 4.7 in Fig. 7(b) cor­
responds to the zero in R_l (and its slope~ at the 
same point. 
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0.4 

0.3 

0.2 

0.1 

3 4>_1 

;; 
kd <l 

1': .c _I 

-2 "0 
-3 

I 

'0. 0.707 

A·1.20 

2 3 4 

kd 

FIG. 7. (a) Reflection coefficients R., and (b) amplitude phases 
tPn , plotted vs kd for 0'0 = 0.707 (e i = 45°) and A = 1. 20. The 
two spectral orders exhibit the Wood P anomaly. 

Figures 8-11 present the variations in the re­
flection coefficients R" and phases ¢ ... as a function 
of the incident angle 8 i' where a o = sin8 i' Figure 
8 presents results for A = 0.63 and kd = 2. O. Note 
that for 00 :::: 0,R1 = R_l and the field is sym­
metrical. At those places where a new spectra) 
order either enters or leaves the set ()f scattering 
orders, an anomaly occurs in the behavior of the 

LO 

0.9 

OB 

07 

06 

tJ:.c 0.5 

o 
<t 
5 

04 

0.3 

0.2 

01 

3 

2 

I 

.... -1 

2 

3 

10) 

Ro 

Ib) 

~o 

Go 0.1 0.2 . 0.3 0.4 

~, >< 

A·O.63 
kd· 2.0 

R_, 

R_I 

R_, 

0.5 0.6 0.7 0.8 09 1.0 
·0 

A·0.63 ~I' 
kd '20 

05-06_0~ 1.0 
~-I 

4>_, -1\ 

FIG. 8. (a) Reflection coefficients R n , and (b) phases tPn ' plotted 
as a function of 0'0' the sine of the incident angle (e i) for A = 
0.63 and kd = 2. Cusps in the amplitudes are due to Rayleigh 
anomalies. 

1.0.-----------------)...,.--, 

091\.'--_~Ro~----------_--" 
0.8 

0.7 

0.6 

rl 0.5 

0.4 

A·1.0 
kd· 9.0 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 08 0.9 1.0 

'0 

FIG. 9. Reflection coefficients Rn plotted vs 0'0 = sine i' whe.re 
e i = incident angle. The parameters A = 1 and kd = 9 give 
very slowly varying Rn' 

remaining spectral orders and is called a Ray­
leigh anomaly. 5- 7 It is illustrated most strongly 
by the cusp behavior in Ro. Figure 9, with 11.= 1 
and kd = 9, is presented as an example of a slowly 
varying reflection coefficient behavior over the 
full range of incident angles. In Fig. 10(a) just the 
opposite is true, and the Wood P anomaly is illus­
trated as occurring when a 0 varies. Again the 
field symmetry for a = 0 is obvious. Figure 11 
shows backscatter reFlection coefficients at near­
grazing incidence (80° :5 8i :$ 89°) for two values 
of A: 11.= 0.99235 and A:::: 0.49618, and three 
values of kd. Note that as kd increases, so do the 
reflection coefficients. The maxima of the re­
flection coefficients occur when 8n :::: -6 i' i.e., 
when the backscatter angle is just the negative of 
the incident angle. 

Figures 12 and 13 present values of Rn and ¢n ab 
a function of A Only the three principal scattering 
orders are plotted in Fig. 12 for values ao = 0.1 
and k8 :::: 2. The cusp in Ro at 11.= 0.9 is due to 
the extinction of the n:::: 1 spectral order, and is a 
Rayleigh anomaly. Bumps on other parts of the 
Rn curves are due to other Rayleigh anomalies 
whose spectral orders are not shown. The phase 

'0 

FIG.10 (a) Reflection coefficients R n , and (b) amplitude phases 
tP

n
' plotted versus 0'0 = sine i for A =.0. 95 and kd = 3. 2. The 

Wood P anomaly is illustrated in (a). 

10 Ib) 
9 

8 

7 

6 

80' 82' 84' 8S' 88' 90' SO' 
8! 

A· 0.49618 

FIG.11. Backscatter reflection coeffiCients Rn plotted vs 
incident (grazing) angle e i for (a) A = 0.99235 and (b) A = 
0.49618 and kd = 1. 5, 2. 5, and 3.5. The maximum in each Rn 
occurs when the scattering angle en = - e i for the given values 
of A. 
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1.0 (a) 

0.9 

0.8 

0.7 
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0.,2 

0..1 

2 

0..1 0.,2 

~ 'r _~==:==~~=:==~~==~~~~==~~~ !!S f-
... _ I A 0..1 0.,2 0.,3 0..4 0..5 0.,6 0..7 0.,8 0.9 1,0. 1.\ 

-2 

-3 

FIG. 12. (a) Three principle reflection coefficients R •• and (b) 
amplitude phases CPn. plotted VB II == A/21 for (Yo = 0.1 and kd = 
2. There is a Rayleigh anomaly at II = O. 9 and several Rayleigh 
anomalies (for small II) whose spectral orders are not shown. 
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3 '0,0.:'107 2. kd ' 3,2 

~ O.~.51 
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FIG. 13. (a) Reflection coefficients Rn. and (b) amplitude 
phases cP •• plotted vs II = '1\/21 for ao == 0.707 (6 i = 45') and 
kd == 3. 2. A sharp Rayleigh anomaly is illustrated by the vanish­
ing of R.3 at II "" 0.57. There is anomalous behavior in the 
phases at this point also. 

behavior in Fig. 12(b) is very stable. Figure 13(a) 
shows a much sharper Rayleigh anomaly at A :::.; 
0.57, caused by the vanishing of R_3 • At this value 
of A, the phase behavior in Fig. 13(b) also shows 
some anomalous behavior. 

6. SUMMARY AND CONCLUSIONS 

It has been shown how to solve for the scattered 
field when a plane wave is incident on a one­
dimensional corrugated surface of infinitesimally 
thin, periodic, finite-depth parallel plates. The 
soft boundary condition was used. The solution 
was given via complex function theory and a rapidly 
convergent iterative procedure. Matrix inversion 
was avoided. Numerical evaluations of reflection 
coefficients R" and amplitude phases <1>,. were 
given for various values of the parameters of the 
problem, a o, A, and kd. In particular the Rayleigh 

anomaly, WoodP anomaly, and Brewster-angle 
anomaly were each illustrated. Also pOinted out 
was a correspondence between R" minima 
and zeros of 32CP .. /3(kd)2 and one between the mag­
nitude of Rn at its minima and the magnitude of 
3CPn/ 3(kd). 

Since we have only been interested in the field in 
region A we have not evaluated the B j coefficients, 
although they could easily be done. 

A similar problem with the surface having a hard 
boundary will be presented in a future publication. 
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APPENDIX A: PROPERTIES OF INFINITE 
PRODUCTS 

Weierstrass's definition of the gamma function 
r(w), where w is a complex variable given by13 

(AI) 

where 'Y is the Euler-Mascheroni constant. The 
factor on the right-hand side of Eq. (A1) is an in­
finite product and shows that r( w) has simple 
poles at w = -1,-2"" • Define the infinite pro­
duct ll( w) which vanishes at the positive integers 
by 

ll(w) =fi(l-~)eW/n. 
n=1 n 

(A2) 

The exponential factor guarantees the absolute and 
uniform convergence of the product.15 ll(w) is 
obviously related to the gamma function via 

ll(w) = -eyw/wr(-w). (A3) 

It is necessary to construct asymptotic properties 
of infinite products which have the form ll( w / i6.), 
where 6. is a real positive quantity. To do this it 
is necessary to consider asymptotic properties of 
r(iw/6.) which are given by Stirling's approxima­
tion.15 Using this approximation there results as 
I w I ~ ro, arg (w) ~ 1T/2: 

II( w/ i6.) ~ e -1TiA(6./21Tw)l/2e -i(w/l;)(y + lnw-lnl;-1+"i/2) 
(A4) 

and as I wi ~ ro for arg (w) :: rr/2, 

ll(w/i6.)"" e 1Ti/4 sin(rrw/i6.)e-ww/LI{6./2rrw)I/2 

x e- i (w/A)(Y+lnw-lnt.-l+,,/2). (A5) 

Equation (A5) follows by noting that 

II(w/i6.)ll(-w/i6.) :: (i6./wrr) sin(w1T/i6.) 
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and expanding TI(-w/iA) using Stirling's approxi­
mation which is now valid for -1T/2 < arg (w) 
< 31T/2, and, in particular, for arg(w) = 7T/2. 

The procedure used in this paper for constructing 
infinite products with nonintegral zeros is illus­
trated by the following example: Let the infinite 
product have zeros at the points Dm for m = 1,2, 
3, •. '. It will thus contain terms like (I-w/Dm ). 

If, for large m,Dm '" im6:., where 6:. is real and posi­
tive, the (1 - w/D"J term is to be multiplied by 
(D1f.I,/imA) exp(w/iAm). The final infinite product is 
delined by 

The exponential guarantees that the product is 
both absolutely and uniformly convergent,l3 pro­
vided the product ll(Dm/iAm) is. The latter pro­
duct is included for convenience with regard to 
asymptotic properties as seen below. 

To find the behavior of Eq. (A6) for large w, divide 
Eq. (A6) term by term by a modified form of Eq. 
(A2) given by ll( w/iA). For large w, the result is 
unity. That is, for large w, there results 

ll(w,D) ~ ll(w/iA) (A7) 

and the asymptotic value of TI( w, D) is thus known 
from Eq. (A4). 

Specific infinite products used in this paper are 
given by 

III (w, f3) = TI (1 - ~) (.f3n ) e w/inA (A8) 
n=l f3 n zn1\ 

for the product with zeros at W::: (3n (n ::: 1,2, ..• ), 

llZ(w,f3) = IT (1 - W)(~\eW/ilnIA 
n=-l f3 n tin 11\) 

::: IT (1 - ~) (~-n ) e w/inA (A9) 
n=l f3 n mAc 

for the product with zeros at w = fJn (n ::: -1, 
-2",,) and 

for the product with zeros at w ::: lim (m = 1,2, ... ). 

Following the above discussion, note that the pro­
ducts TICB .n/inA)do not converge because of the (liD 
term in f3<n' However, the products TIl and TIz 
always occur together, and ~ TIz converges since 
TI(-i3 • .f.J-n /~A2) does. Also in Eq. (AlO) we have 
specified that for large m, qm ~ imA/2 ~ qm' 

For large w, following Eq. (A6), we have. 

TI(w., q) ~ TI(2w/iA); 

and hence, using Eq. (A4) as I w I ~ (i), arg (w) o;! 1T/2 

lll(w,j3) '" TI2(w,f3) '" e-1Ti/4(A/21TW)V2 

X 
(w/iA) (y-l+Tri/2-1nA+lnw) e , 

ll(w, q)"" e-1Ti
/ 4 (A/41TW)l/Z 

(All) 

(AI2) 

AsymptotiC expansions for arg(w) ::: 11/2 can be 
found in a manner similar to the discussion follow­
ing Eq. (A5). 

APPENDIX B: ASYMPTOTIC ALGEBRAIC 
BEHAVIOR OF THE RESIDUE FUNCTION 

In Sec. 4A following Eq. (4. 7), it was stated that the 
asymptotic behavior of A>j. (for n large) is n-3 / 2 , 

where An is given by Eq. \3. 6). This can be illus­
trated as follows. From Eqs. (A2) and (A4) it is 
possible to write, for large w, 

{n(w)}-l = O(w1 / 2 ), (BI) 

where exponential factors have been neglected 
since orily the algebraic behavior is of interest. 
The question we wish to answer is, what is the 
algebraic behavior of the residue R(m) defined by 

R(m) ::: lim {w - m)/ll(w)}, (B2) 
w-+m 

where m is a large positive integer? It is possible 
to write 

{II(w)}-l = . (w ) II(- w). sm 1TW 

This has the effect of exposing the poles of 
{ll(w)}-l through the Sin(1TW) factor. Hence 

R(m) = m1TII(- m) lim ({w - m)/sin(7Tw)} 
w->m 

= m(-)mII(- m). 

(B3) 

(B4) 

For m positive and large the asymptotic expan­
sion of ll(- m) has algebraic behavior m- l / Z • 

This follows from Eq. (A3) and Stirling's approxi­
mation to the gamma function. Thus from Eq. 
(B4) 

R(m) = O(m l / 2 ), 

which is the same algebraic behavior as {ll(w)}-l. 
Hence the residue of the function has the same 
asymptotic algebraic behavior as the function. 
Thus, for example, generalizing this result, An' 
given by Eq. (3. 6), behaves like n-3 / 2 for large n 
because rCBn) '" f(f3n) ~ n-3 / 2 for large n. 
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I. lNTRODUCTION 

The static multiple density correlation functions 

I(k ... t)=(P "'p) n 1> 'n kl k n 
(1) 

play an important role in the study of many­
particle systems. The notation < ) denotes the 
expectation value for a quantum mechanical system 
or the canonical ensemble average for a classical 
system; Pk is the density fluctuation. In the theory 
of quantum liquids, 1 for example, In's are the over­
lapping matrix elements of the phonon states. A 
detailed knowledge of these integrals would then 
permit the construction of a complete set of ortho­
normal states. In the configurational space we have 

N 

Pk = r; exp(ik 'ri ), 
i=l 

(2) 

where r i is the coordinate of the ith particle and 
N the total number of particles. The evaluation of 
In then requires a knowledge of the n-particle dis­
tribution function g n' In order to have a reasonable 
estimate of these matrix elements, one usually 
uses the Kirkwood superposition approximation2 

or the convolution approximation3 ,.4 for gn' It is 
quite difficult, however, to assess the accuracy of 
these estimates. Furthermore, the algebra in­
volved in these evaluations is quite tedious. For 
example, one has to consider explicitly whether 
there exist partial momentum conservations among 
the t's. Besides a few special cases that have 
been considered, 5- 9 no general expression is 
known for In' 

In this paper we shall consider this general pro­
blem. We first derive in Sec. II a general expres­
sion for In' From this expression and the assumed 
cluster property of the distribution functions, we 
are able to see that In breaks into product of lower 
ones if there exist partial momentum conserva­
tions among the k's. Consequently, some of the 
results previously obtained using the super­
position approximation are seen to be exact. This 
general discussion also permits us to assess the 
accuracy of the estimation obtained by using the 
convolution approximation. In Sec. III we use the 
convolution approximation to evaluate In' A closed 
expression is obtained and is shown to be accurate 
in the small k region. Some applications of our 
result are given in Sec. IV. 

II. GENERAL FORMULATION 

The quantity of interest is In defined by Eq. (1). 
Explicitly we write 

In(kl"" ,tn) = Q"i.l J WnPk
l 

'" Pk,; .dr1 •.. dr N , 

(3) 
where 

and W N is symmetric in the particle coordinates 
{rl' ... ,rNJ and is given by 

(4a) 

for a clas!,ical system, 
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I. lNTRODUCTION 

The static multiple density correlation functions 

I(k ... t)=(P "'p) n 1> 'n kl k n 
(1) 

play an important role in the study of many­
particle systems. The notation < ) denotes the 
expectation value for a quantum mechanical system 
or the canonical ensemble average for a classical 
system; Pk is the density fluctuation. In the theory 
of quantum liquids, 1 for example, In's are the over­
lapping matrix elements of the phonon states. A 
detailed knowledge of these integrals would then 
permit the construction of a complete set of ortho­
normal states. In the configurational space we have 

N 

Pk = r; exp(ik 'ri ), 
i=l 

(2) 

where r i is the coordinate of the ith particle and 
N the total number of particles. The evaluation of 
In then requires a knowledge of the n-particle dis­
tribution function g n' In order to have a reasonable 
estimate of these matrix elements, one usually 
uses the Kirkwood superposition approximation2 

or the convolution approximation3 ,.4 for gn' It is 
quite difficult, however, to assess the accuracy of 
these estimates. Furthermore, the algebra in­
volved in these evaluations is quite tedious. For 
example, one has to consider explicitly whether 
there exist partial momentum conservations among 
the t's. Besides a few special cases that have 
been considered, 5- 9 no general expression is 
known for In' 

In this paper we shall consider this general pro­
blem. We first derive in Sec. II a general expres­
sion for In' From this expression and the assumed 
cluster property of the distribution functions, we 
are able to see that In breaks into product of lower 
ones if there exist partial momentum conserva­
tions among the k's. Consequently, some of the 
results previously obtained using the super­
position approximation are seen to be exact. This 
general discussion also permits us to assess the 
accuracy of the estimation obtained by using the 
convolution approximation. In Sec. III we use the 
convolution approximation to evaluate In' A closed 
expression is obtained and is shown to be accurate 
in the small k region. Some applications of our 
result are given in Sec. IV. 

II. GENERAL FORMULATION 

The quantity of interest is In defined by Eq. (1). 
Explicitly we write 

In(kl"" ,tn) = Q"i.l J WnPk
l 

'" Pk,; .dr1 •.. dr N , 

(3) 
where 

and W N is symmetric in the particle coordinates 
{rl' ... ,rNJ and is given by 

(4a) 

for a clas!,ical system, 
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(4b) We shall also need the Fourier transforms of the 
g and! functions: 

for a quantum mechanical system. 

Here V is the total potential energy and If; is the 
wavefunction describing the system. 

Let us define as in Ref. 4 the n-particle distribu­
tion function 

( ) N! Q -1 -n 

Gn(k1, ... , kn ) = pn j gn(rl, ... , rn) exp[i(k1 °r1 

+ ... + kn or n»)dr1 .••• drn, 

Fn(k1 ,··· ,kn ) = pnj!n(r1 ,··· ,rn) exp[Hk1or1 
+ ... + k n ° r n) )dr 1 .•. dr n • 

(11) 

gnr1,''',rn =(N-n)! N P 

x j WNdrn+~ .•. drN, 
With these definitions we now proceed to evaluate 

(5) In' Substituting Eq. (2) into Eq. (3) and making use 
of the definition Eq. (11), one readily obtains the 
following: where p is the particle number density. An imme­

diate consequence of this definition is the sequen­
tial relation 

The following cluster condition is also expected 
to hold for an infinite homogeneous and isotropic 
system such as a liquid: etc., 

In(kl>'" ,kn) 

+ G2(k2, k3 + k1) + G2 (k3, k1 + k2 ) 

+ G3(k1,k2,k3), (12) 

= ~Gz (all distinct partitions of the k' s). 

i = 1,2,···,n-1. (7) A typical term of Eq. (12), e.g., Gz (k1 + k 2, k3 

We shall assume (7) in later discussions. 

It is convenient to define at this point the cluster 
functions!n as follows: 

gl(rl) = h(r1) = 1, 

g2(r1' r 2) = h(r1)!2(r2) + !2(r1, r 2), 

g3(r1, r 2, r 3) = h(r1)!1(r2)!1(r3) + h(r1)!2(r2 , r 3) 

+ !1(r2)!2(r3, r 1) + !1(r3)!2(rl> r 2) 

+ !3(r1' r 2, r 3), (8) 

etc. 

The structure of Eq. (8) is identical to that of the 
Ursell-Mayer expansion in classical statistical 
mechanics.1o We shall use the compact notation 

+ k4 + k s, ... ), comes from the contribution in 
Eq. (3) when r 1 = r 2 , r3 = r 4 = r s ' etc., where 
l is the number of distinct r's. We shall use the 
compact notation 

I = {3G or G = (3-1I (12') 

to denote the structural relation (12) between any 
two sets of functions In and G n' 

It is clear from the definitions (11), (8), and (8') 
that 

G = O'F. (13) 

Hence, from (12'), 

1= {3O'F. (14) 

g = O'f or ! = Cl! -1 g (8') We now make use of the identity 

to denote the structural relation (8) between any 
two sets of functions g,. and f n • 

The function fn is symmetric in its n coordinates. 
The cluster condition (7) implies the following 
condition on!: 

(9) 

Namely,jn is significant only when the n particles 
are clustered together. Also it is easy to estab­
lish by induction that the sequential relation (6) 
implies the condition 

{30' = 0'{3, (15) 

which can be proved by observing that every term 
in {30' F is in O'{3 F and vice versa. We then arrive 
at 

I = O'U, 

where 

U =:: f3F. 

(16) 

(17) 

Equation (16) is our main result. Note that the de­
rivation of Eq. (16) involves only the definitions of 
the g,j, G, and F functions and is therefore exact. 
The cluster condition of Eq. (7) has not been used 
in these discussions. 
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We now discuss properties of the U functions de­
fined by (17) as implied by the sequential and the 
cluster properties (6) and (7). It is easy to see 
from Eqs. (10) and (11) that 

F n+l (k1 , .•• , kn' 0) = -nFn(kU ... ,kn). (18) 

As a consequence of Eq. (18), one can establish 
the relation 

Equation (19) is, of course, a consequen<:e of the 
sequential relation Eq. (6) and is therefore exact. 
For example, Eqs. (17) and (19) recover the iden­
tity 

(20) 

which is implied by the definition (3). 

The cluster condition (9) has the important conse­
quence that Fn defined by Eq.(l1) is of the order 
of N. Furthermore, from the translational invari­
ance of In we see that F n vanishes unless kl + ... 
+ kn = O. Since each U function is a linear com­
bination of single F functions, we conclude that 

Un(k1 ,··· ,kn) = Ok1+···+kn.OO(N). (21) 

In particular 

(22) 

It follows then that ~he leading contribution in In 
[Eq. (16)] comes from the terms containing the 
most number of nonvanishing momentum-conserv­
ing ° functions. That is, the leading contribution 
can be broken into product of lower In's if there 
exist partial momentum conservations among the 
k's (the degenerate case). The degeneracy factor 
can be easily counted. For example, 

(~(I\P_k/i) = Vnil[U2(ki,-ki)ti[1 + O(N-l)]. 

(23) 

This result was first derived by Jackson and 
Feenberg5 ,7 in an elaborate analysis using the 
generalized Kirkwood superposition approxima­
tion for gn' Since only g2 enters in the expression 
of U2 , we see that, to the lead order in N, Eq. (23) 
is exact. Indeed, an alternate derivationll of Eq. 
(23) using the generatillgj function technique does 
not involve the use of higher distribution functions. 
The exact result is generated by the superposition 
approximation because the latter satisfies the 
cluster condition (7). Another example of applica­
tion of Eq. (16) is the evaluation of the following 
matrix elementS which enters in the theory of dis­
persion of phonons in liquid He4 : 

15 (k, 1, - k - 1, h, - h) = U 3 (k, 1, - k - I)U 2 (h, - h) 

x [1 + O(N-l)], kl \ k + 1\ h ;" O. (24) 

This integral was first evaluated by Lai, Sim, and 
Woos using convolution apprOximations to g3,g4' 
and g 5' It is now c lear that only g 3 and g 2 enter on 
the right-hand side of Eq. (24) consistent to a re­
cent remark by Feenberg. 9 Finally we remark 
that if 0k

l
+ •• o+kn.O is the only nonvanishing momen-

tum -conserving factor, then 

(16') 

m. EVALUATION OF Un BY THE CONVOLUTION 
APPROXIMATION 

In this section we evaluate the U functions defined 
by Eq. (17) using the convolution form gn(e) for gn' 

If we define 

(25) 

and let Fn (e) be the Fourier transform [Eq. (11)] of 
In (e), our goal is then to compute 

(26) 

First, we remark that since gr (e) satisfies the se­
quential relation exactly, Un(c shall satisfy Eq. 
(19). In fact, our result, Eq. (34' ), yields precisely 

U~c) 0: kl k2 '" kn for small k's and n :::: 3. (27) 

In the ensuing discussions it is again convenient 
u~e) is quite accurate, at least in the small k 
regions. Any correction would be of higher than 
the nth power in k's. 

In the ensuring discussions it is again convenient 
to introduce a diagrammatic notation for algebraic 
expressions. Readers are referred to the basic 
conventions and definitions given in Sec. III of Ref. 
4. The prinCipal definitions and a few new addi­
tions12 are now reviewed. 

A graph is a collection of points with lines joining 
certain pairs of points. A root (or root point) is a 
point with a numeral label and is represented by 
an open circle. Unlabeled points are represented 
by SOlid, or black, circles. An n-rooted graph has 
precisely n root points, labeled from 1 to n. A 
node is a point having three or more inCident lines. 
These lines intersect at the node point. A terminal 
point has only one line incident. The line incident 
to a terminal point will be called a terminal line. 
A Cayley tree is a connected graph containing no 
cycles, i.e., one cannot return to a point on a Cay­
ley tree by following a sequence of lines. 

To obtain the mathematical expression represen­
ted by a graph, one simply writes for each black 
point a factor p J dr k , where k is taken to be the 
label of this black point, and for each line connect­
ing two points labeled i and j writes a factor 
12 ( Iri - rj I). Any isolated root point has a factor 
1. With these conventions, the convolution form 
forgn is4 
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g~c)(rl' ••. , r n) = the collection of all distinct n­
rooted graphs consisting of connected and dis­
connected Cayley trees provided that each 
black point is a node. (28) 

A moment's reflection using (25) and (28) now 
yields 

1~c)(rv •.. , r n) = the collection of all distinct con­
nected n-rooted Cayley trees provided that 
each black point is a node. (29) 

It is now possible to evaluate the Fourier trans­
form F~c) of f$.c). Since every term in f$.cl is a Cay­
ley tree, the result is quite simple and can be ex­
pressed in terms of the Fourier transform of 12 = 
g2 -1, 

In fact, every term in F~c)(k1> ••• ,kn ) can also be 
conveniently represented by a graph related to 
the graph of i~c). The following further graph de­
finitions will be useful. 

A normal graph is one in which all roots are ter­
minal points. Thus Fig. l(b) is a normal graph 
while Fig. l(a) is not. We speak of the following 
process which converts a graph into a normal one 
as the normalization of a graph. The normaliza­
tion process is simply to remove the label of any 
nonterminal root point, thus leaving a black point, 
add a new root point with this label, and connect it 
to the black point by a dott ed line. In this way the 
graph of Fig. l(a) is normalized into that of Fig. 
l(b). We see that a normalized graph will now 
have two kinds of lines, the solid and the dotted 
ones. The dotted lines are always terminal lines. 

3 4 3 4 

(0 ) (b) 

FIG. 1. Normalization of a graph [graph (a) is normalized into 
graph (b)j. 

Consider a given graph 9 in f~(c). We leave it for 
the readers to verify that the Fourier transform 
[Eq. (11)] of this graph can be obtained by the fol­
lowing rules: 

1. Normalize 9 if it contains nonterminal 
root points. 

2. In the normalized graph label the termi­
nal line (solid or dotted) connected to the ith root 
with momentum k i • 

3. If all lines incident to a node are labeled 
except one. then label this remaining line with a 
momentum equal to the sum of all the previously 
labeled momenta surrounding this node. 

4. Repeat 3 until all lines are labeled. 

5. For each solid line labeled by k write a 
factor u(k). For each dotted line write a factor 1. 

6. The Fourier transform of 9 is the pro­
duct of all factors in 5 and the factor Nokt • •. +kn.O. 

2 

~ 
4 (o ) 

l 
I 2 

kz/ 
k, 

? k,+k2 

-+ 
k3 

k5 k4+k5 

5 4 \ 
k4\ 

( b) 
'b 

FIG. 2. Fourier transforms of two terms of t;c). 

We remark that the momentum labelings are 
unique because the graphs are all Cayley trees 
and because the total momentum is conserved. 
Two examples are given in Fig. 2. The graphs on 
the left are two typical terms of 1J-c), while the 
graphs on the right are their Fourier transforms. 
Explicitly Fig. 2 says the following: 

(a) pS J 11 sis3hJ34 exp[i(klor 1 + ... +ksors)] 

x dr l ·· .drs = Nulu1+Su2u401+2+3+4+S' 

(b) p6J 112i2613614614s exp[i(klor l + ... +ksors) 

x dr l ••• dr6 = .Mllu1+2u3u4+SuSo1+2+3+4+S' 

wnere we have adopted the shorthand notations 

U l = u(kl ), u1+2 = u( Ikl + k2 1) 
01+2 = Ok1+k2,O, etc. 

(31) 

Thus we arrive at 

F.£cl(k1 , •••• k n) = the collection of all graphs of 

1n(c) subject to tlte rules 1-6. (32) 

F~c) for n = 1, 2, 3, 4 are given explicitly in Fig. 3, 
where only the topologically distinct graphs are 
shown and the momentum labels have been 
deleted. 

It is seen from Fig. 3 that in the expression of 
F~cl there exist pairs of graphs which are identical 
except that in one graph a given terminal line is 
solid while in the other the same terminal line is 
dotted. We may then combine these two graphs 
into a Single one so that this terminal line is 
doubled (solid and dotted lines). The weight of this 
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F2 -: 0---0 

9 J. F~C) 
I 

:: A + 

F~C) :: ~-~ + + 
0.. P K K , I 

+ 1\ + + 

FIG. 3. Diagrammatic representations of F~cl for n = 1,2,3,4. 

double line is now u(k) + 1 = S(k). However, we 
cannot do this simultaneously for two or more 
terminal lines intersecting at one node because 
according to our rules of normalization no graph 
has intersecting dotted lines. This problem is re­
solved when we substitute Eq. (32) into Eq. (26) to 
compute U~c). From the definition (12) or (12') we 
see that in some graphs of u~c) the terminal lines 
have momenta which are the sums of individual 
k;'s. These graphs can be converted to have inter­
secting dotted lines and give rise to precisely 
those graphs we need. First a dotted terminal line 
having a momentum Lki can be split into several 
terminal lines, each having a label k;. For a solid 
terminal line having a momentum Lk j , one simply 
adds new terminal points and connects all these 
new points to the original terminal point by dotted 
lines. Three examples of such conversion for 
graphs u~C) are shown in Fig. 4. Consider 

Uic)(kl>k2,k3,k4) = ... +F2(k1 ,k2 + k3 + k4) 

+ .•. + F~c)(kl>k2,k3 +k4) + .... 

The graph of F 2 (k l , k2 + k3 + k4) = NUl ° 1+2+3+4 is 

(0) 

( b) 

( C) 

FIG. 4. Reduction of three graphs in U~cl to single momentum 
labels for the terminal lines 

identity between Eqs. (33) and (26) can be estab­
lished by observing that every graph in Eq. (26) is 
in Eq. (33) and vice versa. 

It is now possible to combine the solid and dotted 
lines of all the terminal lines at the same time to 
form double lines. Thus we arrive at our final 
result: 

U~C)(kl> ••• , kn) = the collection of all distinct nor­
mal n-rooted Cayley trees provided that each 
black point is a node. All terminal lines are 
double (solid and dotted) lines. (34) 

Graphs for U~c) are shown in Fig. 5 for n = 1,2,3, 
4, 5, where all momentum labels are deleted and 

U, = 

the one on the left in Fig. 4(a). By the above pro- U 
2 cess this graph is converted to the one on the 

:: 

right in Fig. 4(a). The latter now has four root 
points with single momentum labels. Similarly, 
Fig.4(b.) denotes the same conversion for the term 
Nu2u3+4 01+2+3+4 in F~c)(kl> k2, k3 + k4), etc. Note 
that this process results in the same algebraic ex­
pression because of rule 3 above. 

After converting all graphs of U~c) in Eq. (26) ac­
cording to this rule, we see that 

U~C)(kl> ••• , kn) == the collection of all distinct 
normal n-rooted Cayley trees provided that 
each black point is a node. The terminal 
lines can be either solid or dotted, each con-
sidered as distinct. (33) 

Of course, rules 2-6 must be used in Eq. (33). The 

u~CJ :: A 
u~C) + + >-< ~ ~ 

~ 

utC) _ *":,, >+' 5 - /, T - T , , 
\~J 
~ 

FIG. 5. Diagrammatic representations of U~cl for n = 1,2,3,4, 5. 
Th? dOuble lines have weights S (k,l while the single lines have 
weights u(k) (see text). 
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only the topologically distinct graphs are shown. 
Again rules 2-6 must be used in Eq. (34) with the 
following addition to rule 5: 

For each double terminal line with a label k 
write a factor S(k). 

Explicitly, Eq. (34) reads 

with13 

To solve Eq. (38), we define 

_ [(21 + s)! (2P + s) 1]112 
appapl - (l + s)!P! Cil (39) 

and multiply Eq.(38) by the factor [(2h + s)!]1/2/ 
h !. The result is the equation 

( 41) 

(34") we find 

A4 and A5 can be read off from Fig. 5. In general, 
An is some linear combination of products of the 
u's and can be represented by the diagrams in (34) 
with the terminal lines stripped. We note the fac­
tor SI •.. Sn in U~c) for n 2: 3. Since in a liquid 
S (k) a: k for small k, 1,14 we arrive at Eq. (27), the 
result quoted earlier. 

IV. ORTHONORMAL BASIS 

One possible application of our result is the con­
struction of orthonormal bases in the quantum 
theory of liquid He4. Jackson and Feenberg5 first 
considered this problem in the paired phonon 
space. We now briefly outline their result (with 
somewhat simplified analysis) and indicate the 
direction of possible extensions. 

Consider the normalized ± k phonon states 

C ,I, l+8 l 
1/11+8,1 = Is 'f'oPk P-k' for fixed integral s, (35) 

where 1/1
0 

is the ground state wavefunction and the 
normalization constant CI S = [.NS(k) r (1+ 2 5)/2 X 

[( I + 2s)! ]-112 can be determined from Eq. (23). 
We wish to construct the orthonormal set Ip) de­
fined by the linear transformation 

p 

Ip) == lPo apll/Il+S,I' (36) 

where for brevity the dependences of Ip) on s and 
api have been deleted. 

A convenient set of equations to work with is5 

apj.P I I/Ik+5,k) = 5kp , h 5: p. (37) 

Via Eq. (35) for I/Ih+s,h' Eq. (37) becomes 

p (I + h + s) 1 lPo appap1 [(21 + s) ! (2h + s)I]1/2 == °hP' h 5: p. (38) 

Cil = (-Itt!); ( 42) 

hence 

This completes the construction of the orthonor­
mal set Ip) in the paired phonon space. 

One direction of possible extensions is to construct 
an orthonormal basis using the n-phonon states 

where k1 + ... + k n = O. One can indeed carry 
out a similar analysis for finding the orthonormal 
basis 

(45) 

The resulting equation to solve turns out to be 

P n-1 
~ (h + I) Cil = o~P' h 5: p, 
1=0 h 

(46) 

where 

Unfortunately, we have been unable to find the 
solution of this equation for n 2: 3. However, since 
our result shows that the two and hjgher phonon 
states are essentially independent in computing 
the matrix elements, it would be possible to in­
clude only a few tf;<,;) for small values of m and n. 
This would then constitute an extension of the case 
n = 3 and m = 0,1 considered by Davison and 
Feenberg.16 
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The study of singularities in general relativity was given a strong impetus by a topological approach due 
to Penrose and others, and powerful theorems concerning their existence have been developed. In par­
ticular a theorem by Penrose states that under certain conditions the existence of a trapped surface in 
a space-time guarantees that singularities will develop. Using the spin coefficient formalism we genera­
lize from the Schwarzschild solution and prove the existence of a wide class of solutions possessing such 
trapped surfaces by displaying the solutions to terms linear in a certain null coordinate. Then, using an 
asymptotic procedure, the method is generalized to include a class of solutions possessing "asymptotical­
ly trapped surfaces.' 

1. INTRODUCTION 

ill 1965 Penrose presented a remarkable theorem 
on the existence space-time singularities which 
must follow from the existence of a trapped sur­
face (a trapped surface being a compact space like 
2 - surface such that both sets of null rays orthogonal 
to the surface have negative divergence at every 
point of the surface).l From this theorem great 
interest in trapped surfaces has developed. The 
theorem requires the existence of a global Cauchy 
hypersurface (GCH). A GCH in a space-time M is 
a ~hree-dimensional submanifold S in M such that 
any timelike curve in M without endpoint has one 
and only one point in common with S. The notion 
of a GCH is related to the Laplacian idea of deter­
minism (that the entire future of the universe can 
be completely determined by knowing the positions 
and velocities of all particles in the universe at 
one time, i.e., on one three-dimensional spacelike 
submanifold) by the fact that the Laplacian idea of 
determinism requires the existence of a GCH. That 
is, if a GCH does not exist in M, then for any three­
dimenSional spacelike submanifold I that we choose 
as our "initial" hypersurface ("present" state of 
the universe) we will be able to find an event A to 
the future of I through which there pass nonspace­
like, i.e., either timelike or null, curves which have 

no event in common with 1. ill this situation we 
see that, loosely speaking, such nonspacelike curves 
can transmit information to A without that informa­
tion having ever registered on I. Thus, in order to 
maintain the "classical" notion of determinism we 
must assume the existence of a GeH. The conclu­
sions in Secs. 4 and 5 assume the existence of a 
GCH in the space-times discussed. 

Previous to the Penrose theorem it was believed 
by many (for example, see Lifshitz and Khalatni­
kov2 ) that the necessary collapse to a singularity 
of spherically symmetric matter within the 
Schwarz schild radius was simply due to the high 
symmetry involved. The Penrose theorem, with its 
lack of symmetry assumptions, denies this simple 
explanation and, in the consideration of space-time 
singularities, shifts attention away from the sym­
metry properties of the situation, focusing in-
stead on the existence of trapped surfaces for 
r < 2M. The Penrose theorem says that thiS, 
rather than the symmetry, is the crucial factor 
guaranteeing the eventual singularity at r = 0 for 
collapsing matter. The Schwarzschild solution pre­
sents us with a situation from which to generalize 
and thereby show the existence of a general class 
of solutions exhibiting such trapped surfaces and 
the attendant Singularities. 
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1. INTRODUCTION 

ill 1965 Penrose presented a remarkable theorem 
on the existence space-time singularities which 
must follow from the existence of a trapped sur­
face (a trapped surface being a compact space like 
2 - surface such that both sets of null rays orthogonal 
to the surface have negative divergence at every 
point of the surface).l From this theorem great 
interest in trapped surfaces has developed. The 
theorem requires the existence of a global Cauchy 
hypersurface (GCH). A GCH in a space-time M is 
a ~hree-dimensional submanifold S in M such that 
any timelike curve in M without endpoint has one 
and only one point in common with S. The notion 
of a GCH is related to the Laplacian idea of deter­
minism (that the entire future of the universe can 
be completely determined by knowing the positions 
and velocities of all particles in the universe at 
one time, i.e., on one three-dimensional spacelike 
submanifold) by the fact that the Laplacian idea of 
determinism requires the existence of a GCH. That 
is, if a GCH does not exist in M, then for any three­
dimenSional spacelike submanifold I that we choose 
as our "initial" hypersurface ("present" state of 
the universe) we will be able to find an event A to 
the future of I through which there pass nonspace­
like, i.e., either timelike or null, curves which have 

no event in common with 1. ill this situation we 
see that, loosely speaking, such nonspacelike curves 
can transmit information to A without that informa­
tion having ever registered on I. Thus, in order to 
maintain the "classical" notion of determinism we 
must assume the existence of a GeH. The conclu­
sions in Secs. 4 and 5 assume the existence of a 
GCH in the space-times discussed. 

Previous to the Penrose theorem it was believed 
by many (for example, see Lifshitz and Khalatni­
kov2 ) that the necessary collapse to a singularity 
of spherically symmetric matter within the 
Schwarz schild radius was simply due to the high 
symmetry involved. The Penrose theorem, with its 
lack of symmetry assumptions, denies this simple 
explanation and, in the consideration of space-time 
singularities, shifts attention away from the sym­
metry properties of the situation, focusing in-
stead on the existence of trapped surfaces for 
r < 2M. The Penrose theorem says that thiS, 
rather than the symmetry, is the crucial factor 
guaranteeing the eventual singularity at r = 0 for 
collapsing matter. The Schwarzschild solution pre­
sents us with a situation from which to generalize 
and thereby show the existence of a general class 
of solutions exhibiting such trapped surfaces and 
the attendant Singularities. 
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We proceed by discussing and exhibiting a new 
coordinate system for the Schwarz schild solution 
which is particularly well suited for describing 
the trapped surfaces and for the generalization of 
the Schwarz schild solution. (This new coordinate 
system for the Schwarzschild line element not 
only covers the entire Kruskal manifold, but yields 
for the metric explicit functions of the coordinates, 
in contrast to the Kruskal form which uses im­
plicit functions.) 

We next show, by means of the spin-coefficient 
formalism, how characteristic initial data can be 
given, such that a wide class of solutions. show the 
development of a trapped surface. The solutions 
are determined to linear terms in a variable u, 
which labels null hyper surfaces. The behavior of 
two spin coefficients in the neighborhood of the 
surface u == 0 then enables us to accept the exis­
tence of trapped surfaces in this neighborhood. In 
general these solutions possess a radiation field 
and deviate significantly from spherical symmetry. 
For special data the Schwarz schild solution can be 
recovered. Finally, in conclusion, we show how 
these solutions can be further generalized by 
suitably relaxing conditions on the u = 0 hyper­
surface and obtaining asymptotic solutions which 
possess the trapped surface property. 

2. SCHWARZ SCHILD LINE ELEMENT 

The Schwarzschild metric in retarded Eddington­
Finkelstein coordinates is given by 

d,2 == (1- 2m/r)du2 + 2dudr - r2(d82 + sin28dcp2), 

(2.1) 
and in advanced coordinates by 

d. 2 == (1- 2m/r)dv2 - 2dvdr-r2(d8 2 + sin2()dCP2). 

(2.2) 

In the Kruskal diagram, Fig. 1, metriC (2.1) applies 
in the region AC, while metric (2.2) applies in AB. 

FIG 1. Kruskal diagram. 

There is no reason why retarded coordinates can­
not be introduced in the AB region, though it is 
usually reserved for advanced coordinates. De­
noting the new retarded light cones by n and the 
affine distance on each cone by s, we see that the 
coordinate transformation 

u == 8m2(1 _ r/2m)er/2m-v/4m, 
v/4m-r/2m s=e , 

()' == e, (2.3) 

cf>' == cp, 

with inverse 

r = 2m - us/4m, 

v == 4m logs +4m - us/2m, 

e == ()', 

cP== CP', 

takes metric (2.2) into the form 3 ,4 

d. 2 = ( - 2s2 )dU2 + 2dUds _ (2m _ iiS)2 
8m2 - us 4m 

(2.4) 

In Fig. 1, b1 and b2• the Schwarzschild radius, are 
given, respectively, by 11 == 0 and s == O. The two 
singular lines r = 0 are given by 8m2 - Us == O. It 
is interesting to note that this coordinate system 
covers the entire Kruskal region ABCD, with the 
following values: 

A «--:> ii < 0, s ;> 0, 

B «--> U > 0, s > 0, 

C «--> U < 0, s < 0, 

D «--> u> 0, s < O. 

In the remainder of the paper we shall be con­
cerned with the neighborhood of the surface u == 0 
and the analogous region for more general metrics. 

3. THE FORMALISM 
We are interested in the solution of a characteristic 
initial value problem .of the empty-space Einstein 
field equations. The .spin-coefficient formalism 
provides a convenient method for approaching this 
problem. For complete details of this formalism 
the reader is referred to Newman and Penrose. 5 

We give a summary of the formalism sufficient 
for our purposes here. 

In a four-dimensional Riemannian space of sig­
nature - 2, a set of vectors (I, n, m, iii) is chosen, 
where 1 and n are null and m is formed from unit 
spacelike vectors a and b by 

m = ~.J2(a-ib), 
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with the following orthonormality conditions: 6 

(3.1) 

A set of equations equivalent to the empty-space 
field equations can be written in terms of the 
tetrad vectors, the tetrad components of the Weyl 
tensor C defined as J.lvp<J' 

(3.2) 

and the spin coefficients defined as follows:7 

(3.3) 

Before displaying this set of equations, a some­
what specialized coordinate and tetrad system 
will be introduced. One of the coordinates xO = u 
will label a family of null hyper surfaces, and the 
vector 1 will be chosen to be tangent to the family 
of null geodesics lying in the hypersurfaces u = 
const. Another coordinate xl = s is chosen as an 
affine parameter along these null geodesics. The 
coordinates (x2 , x3 ) are chosen to label the null 
geodesics on each surface u = const. The tetrad 
vectors n and m are required to be parallelly 
propagated along 1. In this manner, some of the 
coordinate and tetrad freedom is eliminated. 

With the above coordinate system, the metric 
tensor takes the form 

0 1 0 0 

1 gll g12 g13 

= 0 g12 

gii 

0 g13 

and tetrad vectors become 

(3.4) 

ZJ.l = Bi, lJ.l = ~, 
mJ.l = wBi + ~kB~, 
nJ.l = B~ + Uai + XkO~. 

The metric can be expressed in terms of the 
k k 

tetrad components w, ~ ,U, and X as 

gll = 2(U - ww), 

g1k= Xk _ (~kw + ~kW), 
gij = _(~ip + ~i~j). 

We also have 

(3.5) 

(3.6) 

K=1T=E=O, p=p, T=Ii+{3. (3.7) 

A set of equations equivalert1 to the empty-space 
field equations can now be written as follows: 

D~i = p~i + a~i , 

Dw == pw + aw - (Ii + (3), 

DXi = (a + (3)f + (0' + ~);i, 

DU= (Q + (3)w + (0' + ~)w - (y + y), 
Dp = p2 + au, 

Da = 2pa + 1/10' 

DT = TP + TO + 1/11> 

DO' = O'p + j3a, 

D{3 = (3p + 0'0 + 1/11' 

Dy = TO' + T{3 + 1/12' 

D>.. = >..p + J-La, 

DJ-L = J-Lp + Aa + 1/12' 

(3.8a) 

(3.8b) 

(3.8c) 

(3.8d) 

(3.8e) 

(3. 8f) 

(3.8g) 

(3.8h) 

(3.8i) 

(3.8j) 

(3. Sk) 

(3. 81) 

Dv = TA + TJ-L + 1/13' (3. 8m) 

OXi _ ~~i = (J-L + Y'- y)~i + iIi, (3.9a) 

O~i _ 6~i = (~ - O')~i + (a - j3)~\ (3.9b) 

6w - 6w = (~ - O')w + (a - (3)w + (J-L - il), 

(3.9c) 

oU-Aw=(J-L+Y-Y)w+J..w-v, (3.9d) 

~A - 6v = 20'v + (y - 3y - J-L - P,)A - 1/14' 

(3. ge) 

op - 6a = «(3 + a)p + (~ - 30')a - 1/11' (3.9f) 

00' - 6{3 = J-LP - Aa - 20'{3 + O'li + (3§ - 1/12' 

(3.9g) 

6>" - 6J-L = (0' + ~)J-L + (a - 3(3)A -1/J3' (3.9h) 

ov - ~J-L = YJ-L- 2v{3 + YJ-L + J-L2 + U, (3.9i) 

6y - ~(3 = TIJ. - O'V + (IJ. - Y + y)(3 + ~ 0', (3.9j) 

OT - ~a = 2T{3 + (ji + J1. - 3y)a + "i..p, (3.9k) 

~p - OT == (y + Y - p,)p - 20'T - Aa - 1/12' 

(3.91) 

~O! - By = pv - TA - A{3 + (y - y - P,)0!-1/J3' 

(3.9m) 
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where 

,,= a+cka 
u - w- "-::::---li, as ax 

(3.10). 

We will also have need of the Bianchi identities 
written in this formalism: 

Dl/.I1 - 61/10 = 4pl/.ll - 4al/.lo, 

Dl/.I2 - 6th = 3p1/l2 - 2al/.l1 - >..l/.Io, 

Dl/.I3 - 61/12 = 2PV-3 - 2A1/Il' 

Dl/.I4 - 6l/.13 == Pl/.l4 +20ll/.l3 - 3>"l/.I2' 

(3.11a) 

(3.11b) 

(3.11c) 

(3.11d) 

6.l/.Io - lll/.ll = (41' -Il)l/.Io - (4T + 2(3)l/.Il + 3a1/l2' 

(3. 12a) 

t..l/.I1 - lll/.l2 == IIl/.Io + (21' - 21l)l/.Il - 3Tl/.I2 + 2al/.l3, 

(3. 12b) 

Al/.I2 - 6l/.13 == 2IJl/.Il - 31ll/.l2 + (- 2T + 2(3)l/.I3 + al/.l4,' 

(3. 12c) 

t..l/.I3 - lll/.l4 = 3IJl/.I2 - (21' + 41l)1/I3 + (4(3 - T)l/.I4· 

(3. 12d) 

Equations (3.8) and (3.11) are termed the radial 
equations. The equations containing A determine 
the u behavior of the solution. (The u here and in 
all that follows is to be considered as the same 
type of coordinate as the it in the previous section.) 

The spin coefficients Il and p provide a convenient 
characterization of trapped surfaces. Given a 
spacelike two-dimensional surface, S, lying in a 
u = const null surface and whose tangent space (at 
any point) is spanned by m and ifi, the vector fields 
I and n are the two null vector fields orthogonal to 
the surface. Thus if both I and n have negative 
divergence at all points on S and if S is compact, 
then S is a trapped surface. With the above choice 
of coordinate system and tetrad we have 

p = - t divl, 

and8 

Il + il = divn. 

(3. 13a) 

(3. 13b) 

Thus S is a trapped surface if it is compact with 
p > 0 and Il + fi. < 0 everywhere on S. 

4. THE GENERALIZATION OF THE SCHWARZS-
CHllJ> SOLUTION 

The (il, s, e, cp) coordinate system used in the ex­
pression of the Schwarzschild metric of Eq.(2. 4) 
is a coordinate system suitable for use in the 
spin-coefficient formalism. That is, it is a coordin­
ate labeling null hypersurfaces, s is an affine 
parameter along null geodesics in each surface it 
= const, and (e, cp) label these null geodesics. The 
metric variables, Weyl tensor components, and 

spin coefficients of the Schwarzschild solution 
when expressed in this coordinate system become 
(here we drop the bar over the u): 

>.. == a = II = K == T = 1f = € = 0, 

- 8m2 s - u 
Il= P=----

(8m2 - us)2 ' US - 8m2 ' 

(
us) l 

y=-s4-4m2 "8(2m-us/4m)2' 

12 cot e -i<i> 
(II =-4 (2m-us/4m)e 

J2 cot e {l- ei<i> 
-"'4'" (2m - us/4m) , 

S2 u= -'------
8m2 - us' 

~2 - , 
- 2(2m - us/4m) 

p- .f2i X'~==w==O 
- 2 sine (2m - us/4m)' , 

-m 
l/.I2=-----­

(2m - us/4m)3 ' 

(4. 1) 

As was mentioned in Sec. 2, we shall be concerned 
with the properties of the solution in the vicinity of 
the null surface, u = 0, and hence we consider the 
expansion of the metric and other pertinent vari­
ables around u = O. In particular we have9 

and 

1 
p = -- u + 0' (u 2 ) 

8m 2 

Il = - s _ l s2u + O'(u3). 
8m2 32 m4 

(4.2) 

(4.3) 

The two-dimensional surfaces S, defined by (u = 
const, s = const, s > 0) change their character as 
we cross the u = 0 surface. On the positive side of 
u = 0, we have p > 0 and Il < O. Therefore, here S 
is a trapped surface. On the other hand, to the 
negative side of u = 0 we have p < 0 and Il < 0, and 
here S is not a trapped surface. 

This is the situation to be generalized. We shall 
solve the spin-coefficient. form of the field equa­
tions in the neighborhood of the u = 0 null surface, 
subject to the condition that p = 0 at u = O. This 
solution is expressibie in terms of several arbi­
trary functions (data), whose specification compl~te­
ly determines a particular solution. From this 
solution, by a certain chOice of one of the functions, 
we prove the existence of a large class of solutions 
exhibiting trapped surfaces. The method of solu­
tion is as follows. Equations (3.8) and (3.11) are 
integrated subject to p = 0, and thus the s behavior 
of all the spin coefficients and field variables is 
obtained on the initial surface u = O. Each integra­
tion introduces a "constant of integration" [actually 
a function of (x2 , x 3 )]. Some of these constants of 
integration are eliminated by judicious use of the 
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coordinate and tetrad freedom.10 The nonradial 
equations without I:J. then yield relations among the 
remaining constants of integration. Finally the I:J. 
derivative equations give the u behavior, allowing 
us to propagate the solution off the u = 0 surface. 

Also, in obtaining the solution we present, one 
other assumption is made, whose complete mean­
ing is not clear, but which appears to be necessary 
in order to obtain the class of solutions we wish 
to discuss. It should be made clear that this 
assumption is in the form of both a restriction on 
solutions and a coordinate condition, Le., some 
violations of this assumption can be obtained by a 
coordinate transformation, but the most general 
violations cannot be so obtained (see Ref. 10). The 
assumption is that the constant of ~ntegration 
associated with T, namely, T(O, 0, x'), is zero. From 
this restriction and using up all coordinate and 
tetrad freedom to eliminate most arbitrary func­
tions, the procedure outlined above leads to the 
solution presented in Eq. (4.4). The solution is 
written with the help of' differential operators, ti 
and 5,11 defined by 

ti1/ =' - p1-q V(Pq7), 

57) =' - p1+q v(P-Q7), 

where 7) is a quantity of spin weight q with V given 
by V =' a/ax2 + ia/3x3 , and P is a real-valued 
function of (x2 , x 3 ) related to the Gaussian curva­
ture on the two-surfaces u = 0, s = const [see Eq. 
(4.6)].12 

In order to use these definitions in Eqs. (4.4), 
we assign spin weights 2. 0, 0, and - 2 respec­
tively to the quantities ~o, 1/Ig, log P, and >,.0. 

The covariant form of the metriC, accurate to first 
order in u, is now given by 

goo = 21/1~s2 - {[21/1g1/lg - ~(8ti1/lg)]s3 + [HMi\O) 

+ ~ (£l5XO) ]s2}u (4. 4a) 

g02 = (- l/p){t[(ti1/lg) + (81/1g)]s2 + [(5~0) 
+ (tii\ 0) Js} U, 

g03 = (i/p){H(ti1/lg) - (81/1g)]s2 + [(8~0) 
- «(Si\ 0) Js }U, 

g22 = - 1/P2 - 1/P2{21/1gs + (i\0 + ~O) 
- (i\0 - ~0)2}u, 

g23 = (i/p2)(>..0 - ~O)u, 

g33 == - 1/p2 - l/P2{21/1gs - (i\o + ~O) 
- (i\O - ~0)2}u. 

(4.4b) 

(4.4c) 

(4.4d) 

(4.4e) 

(4.4f) 

(4.4g) 

(4.4h) 

We also have spin coefficients p and IJ- given by 

p = -1/iBu 
/.l = 1/Igs + {- 21/1g1/lgs2 - >..o~o + Ht>81/1g)s2 

- ~(Mi\ O)s }u, 
with 

1/1 ~ == - ~ (ti5 10gP), 

(4. 5a) 

(4.5b) 

(4.6) 

where13 i\ 0 is an arbitrary real function of (x2 , x 3 ). 

We point out here and emphasize that, from Eq. 
(4.6), (- 21/1~) is the Gaussian curvature of the 
various 2-surfaces Sb defined by 

Sb =' {(u,s,x 2 ,x3 ) I 11 == 0, S ::;: b, (x2 ,x3 ) in their 

ranges}, 

which are essentially slices of the null surface 
u = O. In the Schwarz schild solution these 2-
surfaces. are spheres, Le., compact with constant 
positive Gaussian curvature. In the present case 
we choose the surfaces Sb to be complete surfaceE 
with Gaussian curvature, K, positive and bounded 
away from zero (0 < k ~ K, where k is some 
positi ve constant). These are free data that can 
be arbitrarily specified, and these choices imply 
that the S b are compact. 

Note that the metric tensor, up to linear terms 111 

u, depends on the function P(x i) , which determines 
the two-dimensional metric of the above slices, 
and on the function i\ O(Xi) , whose physical meaning 
is obscure, though it might be interpreted in terms 
of the radiation running parallel to the surface 
U = O. The Weyl tensor, up to linear u terms,pos­
sesses two further functions of Xi: 1/1~ and ~~ (Ref. 
10); it seems reasonable to interpret them as the 
radiation field parallel to the u = 0 surface and 
the derivative of this radiation field. 

The main results of this section can be obtained 
from a study of p and /.l [Eqs. (4. 5) ] and from the 
fact, mentioned above, that 1/Ig is related to the 
Gaussian curvature K of the S6 by Vig = - ~ K. 
Here, since wi u:.O= 0, the SI? are spatia..!. 2-sur­
faces spanned (at any point) by m and m [see 
Eq. (3. 5)] and thus - 2p and 2/.l give (essentially) 
the divergence of the two sets of null rays ortho­
gonal to the S6 (see Sec. 3). It is easy to show that 
a coordinate transformation of the form 

u' =u, 

s' = s + f(s,x 2 ,x3 )u, 

x k ' == Xk 

can be found such tha~ (to terms linear in u) the 
vectur m is a linear combination of the natural 
basis vectors of x'2 and x'3. Therefore the sur­
faces S~b defined by 

S:b == {(u', s'x2 ', x 3 ') lu' = E, S' = b, (x2 ', x 3/ )in 

their ranges} 
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are spatial 2-surfaces spanned by m and iii and 
hence - 2p and 2iJ give the divergence of the two 
sets of null rays orthogonal to the S:b' Also, 
since the surfaces S:b reduce to Sb at € = 0, the 
compactness of S:b follows from continuity. It is 
clear from Eqs. (4. 5) that a suitable choice of one 
of the S:b' Le., a choice of € small enough, implies 
that p is positive and iJ negative on this surface. 
Thus there exist surfaces such that the conditions 
discussed in Sec. 3 for the existence of trapped 
surfaces are satisfied. The Penrose theorem be­
comes applicable and hence singularities must 
develop in this space (assuming the existence of 
a GCR, see the Introduction). We comment finally 
that, with appropriate choice of data, Eqs. (4. 4) 
could of course represent small perturbations of 
the Schwarzschild solution (which has a GCH), and 
for these solutions the existence of trapped sur­
faces follows essentially from the stability of the 
initial value problem in general relativity. 

5. ASYMPTOTICALLY TRAPPED SURFACES 

We can generalize the previous result and obtain 
asymptotic results. That is, we can obtain a class 
of asymptotic solutions,linearized in u, which 
exhibit trapped surfaces. In Sec. 4 we required 
the assumption that p be zero on an initial null 
hypersurface. What we do now is to relax this 
condition and require instead that on an initial 
null hypersurface, P approaches zero sufficiently 
fast as a function of the radial coordinate 8. Since 
we will be doing expansions around u = 0, the co­
efficients in the expansions will be functions only 
of (8, x 2 ,x3). We adopt the notation of letting a 
carat over a function indicate the function evalu­
ated at u = O. In addition a superscript zero on a 
function indicates that the function is independent 
of 8. In Ref. 5 asymptotic results of the integra­
tion of the spin-coefficient form of the field equa­
tions are obtained under the assumption that 
1/10 == 0(S-5) and14 D1/I o = 0(8-6) along with certain 
"uniform smoothness conditions" as 

di1/l0 == 0(S-5) , •.. ,didjdkd z1/l0 = 0(8- 5), 

i,j,k,l == 2,3 

dJ~1/Io = 0(8-6),'" ,d;djd,fNo == 0(8-6), 

where 

i = 2,3 . 

(5.1) 

di~O = (di 1/l8)8-5 + 0(8-6),"', 

di~ dA 1/1 0 = (di ~ dA 1/18)8-5 + 0(8- 6), 

diDlii o = - 5(d i 1/l8)8-6 + 0(8-7 ),"', 

di~d,plj;o = -'5(di~.dk1/l8)8-6 + 0(8-7 ). 

(5.4) 

Also, in order to obtain the class of solutions de­
sired, we shall have need of further assumptions. 
The speCific further assumptions will be explicitly 
written when need for them arises. Here we merely 
note that they are not without motivation, being 
straightforward generalizations of conditions that 
obtain'in the Schwarzschild solution of Eq. (2.4) 
and the solution of Eqs. (4. 4). We now deal with the 
formal problem of obtaining the asymptotic solu­
tion. 

As in the case fJ = 0 the first step in obtaining the 
asymptotic solution is to do the 8 integrations on 
the u = 0 surface and again each integration intro­
duces a constant of integration, an arbitrary func­
tion of (x 2 , x 3 ). We then use up all coordinate 
and tetrad freedom (to a certain order in u) and 
make use of the nonradial equations to eliminate 
most arbitrary functions. 10 The u-derivative 
equations then allow the propagation of the solu­
tion off the u = 0 surface, yielding the solution 
linearized in u. The decisive step in the above 
procedure is doing the 8 integrations at u = O. 
These are asymptotic integrations, and the pro­
cedure employed follows rather closely the corre­
sponding procedure in Ref. 5. We indicate briefly 
this procedure which leads to expressions for 
p and iJ. An analysis of their behavior indicates 
that the trapped surface property of the solution, 
Eqs. (4.4), of the previous section can be general­
ized to an asymptotically trapped surface property. 

Concerning ourselves with the asymptotic integra­
tions we note that Eqs. (3. 8e) and (3. 8f) can be 
written as 

DZ = Z2 + Q, (5.5) 

where 

(5.6) 

In nef. 3 it is found that if Iii 0 is such that 

J81~01ds = 0(1), which is certainly satisfied in 
the present case, then the solution to Eq. (5. 5) is 
given by 

We follow this procedure, but with slightly stronger Z = - (DY)Y-l, (5.7) 
conditions than those above imposed at an initial 
null hypersurface labeled u = O. These assump- where 
tions are 

$ 0 = 1J,'8s-5 + 0(8- 6), 

Dlii 0 = - 51/188-6 + 0(8-7 ) 

and "smoothness conditions" 

(5.2) 

(5.3) 

Y = 8F + E + 0(8-2 ), DY = F + 0(8- 3 ), 

with E and F constant matrices. Thus, if F is non­
singular, Z is given by 
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and this is the situation considered in Ref. 5. 15 If 
F is singular, however, the situation is quite dif­
ferent. In fact if F = 0 and E is nonsingular, then 
Z = 0(s-3). This is the situation we now con­
sider.1 6 

Since it is permissible to integrate the order 
symbols (but not differentiate them), we can sub­
stitute the information Z = 0(s-3) back into 
Eq. (3. 8f), integrate, and obtain 

(5.8) 

with the lack of precision in the specification of 
~o preventing us from obtaining better results. 
Substituting Eq. (5.8) [and also using the infor­
mation Z = 0(s-3)] into Eq. (3. 8e) and integrating, 
we obtain 

P = (- 1/18ij/8/16 07)s-7 + 0(s-8), (5. 9) 

and again the initial assumption on q; ° prevents 
a better estimate. 

At this point the following lemma is indispensible 
(see Ref. 5). 

Lemma. Let the complex (n x n) matrix B and 
the complex column n vector b be given functions 
of s, where 

B = 0(S-2), b = 0(s-2). (5.10) 

Let the (n x n) matrix A be independent of s and 
have no eigenvalue with positive real part. Suppose 
also that any eigenvalue of A with vanishing real 
part is regular (Le., its multiplicity is equal to 
the number of linearly independent eigenvectors 
corresponding to it). Then all the solutions of 

Dy = (As-1 + B)y + b (5.11) 

are l;lounded as s --7 Cl), Y being a complex column 
vector function of s. 

This lemma can be applied to the pair of equations 
obtained by taking an Xi derivative of Eqs. (3. 8e) 
and (3. 8f), Le., to 

~ ~ ~ 

Ddi P = 2pdJ) + adi a + adi a, 

DdJI = 2adi P + 2fidi a + dJi/o. 

(5. 12a) 

(5. 12b) 

By the lemma, since A = O,B = 0(s-2), and b = 
O( s-2), we have diP, dJj, di 8 = 0(1). Substituting the 
information back into Eq. (5. 12a), making the as­
sumption that dd; possess a limit at s = 00, and 
integrating, we have J:'Ddjpds ' = diP - (diP) s=co = 
0(s-3). NOW, since (P)s=co = 0, it can be shown 
that (dJi) s=oc = 0, and thus 

diP = O( s-3). (5. 13a) 

In a similar manner, assuming that diU possesses 
a limit at s = Cl), we conclude that 

"For the purposes of the present prQgram we need, 
in fact,to aSS1lme that d;djP, didiO, didjdkP, 
didjdii, didjdkdlP, and didjdkd1u all possess 
limits at s = 00. 17 Arguing as above, we obtain 

didjP,didja, .•. ,didjdAp,dAdAa = 0(s-3). 
(5.14) 

At this point, with no further assumptions except 
the additional requirement th~t T (0,0, Xi) = 0 (the 
same remarks apply on this requirement as were 
made in the case p = 0, Sec. 4), it is a fairly 
straightforward procedure to apply the lemma to 
the rest of the radial equations to obtain the asymp­
totic behavior of all variables at u = O. The 6 
equations then immediately determine the u be­
havior off the u = ° surface, enabling us to express 
the complete asymptotic solution to terms linear 
in u. 10 For present purposes we need only con­
sider the expressions for p and IJ: 

p = (-1/I8i!J8/7016 )s-7 + 0(S-8) - [I/I~ + 0(s-4)]u, 
(5.15) 

IJ = I/IBs - (1/4 012(881/18)s-2 + 0(s-3) 

+ {- 21/1~I/I~s2 + it581/1~s2 - i(MAO)s - AOXo 

+ [(1/4 0 12)(t58881/18) + (1/v'2 0 12)t5(ij/8t5 I/1E) 

- (1/v'2 0 6)t5(I/IEt5ii78) + (1/4 012)(t5ij18)(8I/1E) 

- (1/4 ° 12)(t5ij18)(t5I/1E) ]S-1 + O( ~-2)}u. (5.16) 

Here AO is a datum and I/Ig( = -it5t5 10gP) is re­
lated to the Gaussian curvature of a 2-surface 
$00' whose cQp.travariant metric h ij (i, j = 2,3), is 
defined as h') == lims-->oog'J(u = 0, S, x2, x 3). We 
denote the underlying set of pOints of this metric 
space as $00 == {(O, oo,x2 ,x3 )I(x2 ,x3 ) in their 
ranges}. This is essentially the slice of the u = ° 
hyper surface at s = 00. Again, and with the same 
kind of reasoning as was used in Sec. 4, we make 
the assumption that $00 is compact and has Gaus­
sian curvature that is positive and bounded away 
from zero. As in Sec 4 we would like to conclude 
that on some 2-surface in the neighborhood of u = 
0, p is positive and IJ is negative. If this condition 
obtainS, Le., both null rays converging, we can con­
clude for the existence of asymptotically trapped 
surfaces. The term "asymptotically trapped sur­
faces" is used since the proof is based on an 
asymptotic solution 

Again one can show that it is possible to choose a 
coordinate transformation of the form 

u' = u, 

S' = s + f(s,x 2 ,x3 )u, 
kl k 

x =x , 

(5.17) 

(5. 18) 

(5.19) 

such that (to terms linear in u) the vector m is a 
linear combination of the natural basis vectors of 
x kl. Thus again the surfaces SEb defined by 

S =={(u ' S' x 21 x3 /) I U - E S - b (x21 x 3/ ) €b '" - , -, , 

in their ranges}, (5.20) 

(5. l3b) are spanned by m and m. 
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As b approaches infinity and E approaches zero 
the prol?erties of the S €b approach continuously the 
properties of Soo, which implies that there exists 
a neighborhood of b = rJ:.i, E = 0 in which the sur­
faces S £b are compact. From the definition of the 
S £b' this implies a neighborhood of 8 = r:I) (the 
asymptotic region) and u = 0 such that the S £b are 
compact. As in Sec. 4, IL + i1 and -2P give the di­
vergence of the two sets of null rays orthogonal to 
the S£b' Since (-t/l~) is chosen to be positive and 
bounded away from zero, it appears from Eqs. 
(5.19) and (5.20) that, assuming we can neglect all 
higher orders (in u) of (5.19) and (5.20), there are 
points in any neighborhood of u = 0,8 = GO at which 
p is positive and tJ. + iI is negative. Hence it 
appears that some of the S £b are trapped surfaces. 

The objection to the argument is, of course, that 
the higher-order terms (in u) of the expressions 
for p and tJ. will be functions of 8, and it is not im­
mediately apparent that we can ignore their influ­
ence. The question needs to be explored. Fortu­
nately it is not difficult to carry out such an inves­
tigation. The 8 dependence of the coefficients of 
these higher-order terms comes in explicitly 
through explicit polynomial expressions in 8 or 
implicitly through the order symbols. The order 
symbols cause us no concern since their influence 
is negligible when compared with the explicit posi­
tive powers of 8 that occur and, in fact, we need 
only look at the highest positive power of 8 occur­
ring. To obtain the coefficients of these higher­
order terms one takes successive u derivatives of 
Eqs. (3. 9i) and (3.91) and obtains expressions for 
the successive u derivatives of tJ. and p which, when 
evaluated at u = 0, are essentially the above-men­
tioned coefficients. These u derivitives of tJ. and p 
of order greater than 2 involve u derivatives of 
order 2 or higher of the other variables and so 
necessitate going back to Eqs. (3.8), (3. 9), (3.11), 
and (3. 12) and taking successive u derivatives to 
obtain the appropriate expressions. The whole 
process proceeds forward in the recursive manner 
of using the second- (and lower-) order informa­
tion in the third-derivative expressions to get 
third-derivative information, then substituting this 
third- (and lower-) order information into the 
fourth-derivative expressions to get fourth-order 
information and so forth. Since we need only look 
at the highest powers of 8 involved, the process is 
not difficult and one quickly sees the trend of 
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events. It turns out that in general each successive 
u derivative contains one higher power of 8 than 
the previous u derivative. This comparison be­
tween successive u derivatives holds for all suc­
cessive pairs of u derivatives except for (zero, 
first) and (first, second) pairs. Here the general 
rule breaks down mainly because of the way the 
coordinate and tetrad freedom was used and be­
cause of the condifion -rO = 0, i.e., we were able to 
eliminate some of the powers of 8 through the use 
of coordinate and tetrad freedom (see Ref. 10) and 
the condition TO = 0 eliminated some others. 
Thus, neglecting all but the highest power of 8 in 
each coefficient, p and tJ. have the forms 

p = A 0 8-7 + A1u + A 2 8u2 + '" + Ansn-1un + . ", 

(5.21) 

tJ.=B08+B182U+B284U2 + ... + Bns
n

•
2

u
n + "', 

(5.22) 

where Ao = -t/l8~8/7 o16,A 1 = -t/l~,Bo = t/I~ and 
the rest of the A's and B 's are functions only of 
(x2, x 3 ). Letting u approach zero (as 8 -) 00) as 
u = a/ 87 , where a is an arbitrary constant, we have 
p = (Ao + aA 1)s-7 +(terms which go to zero faster 
than S-7), tJ. = B 08 + (terms which go to zero faster 
than s-5). 

Thus by choosing a > - Ao/Al' we can guarantee 
that, for 8 sufficiently large, p > O. Also, for 8 
large, tJ. < 0 since Bo = t/I~ and t/I~ is negative by 
choice (Gaussian curvature of Sec is positive and 
bounded away from zero). We conclude that there 
exist S£b which are (asymptotically) trapped sur­
faces. 

Thus the expressions, accurate to first order in u, 
of which the p and tJ. of Eqs. (5. 15) and (5.16) are 
a part (Ref. 10) constitute a wide class of solutions 
of the Einstein field equations that admit trapped 
surfaces. We expect that in asymptotically flat 
space-times this is the most general situation in 
which trapped surfaces can develop. 
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General expressions are developed for the evaluation of both Coulomb and hybrid electron repulsion 
integrals over basis sets of arbitrary Slater-type atomic orbitals. In each case, a single numerical inte­
gration over a product of a one-center and a two-center charge distribution function is required for the 
recovery of the integrals. The one-center charge distribution functions are shared by both integral types. 
The two-center charge distributions are different for the two cases, but the constants ard special func­
tions required are the same. The results lead to an effiCient computer-oriented procedure for the reso­
lution of these integrals. The charge distribution functions can be used to obtain two-center overlap, 
nuclear attraction, kinetic energy, and, somewhat less efficiently, exchange integrals as well. 

INTRODUCTION 

The use of Slater-type atomic orbitals as a basis 
for the expansion of molecular wavefunctions leads 
to good descriptions of physical systems at the 
expense of computational difficulties in the evalua­
hon of multicenter electron-repulsion integrals. 
Among the diatomic integrals that arise, the Cou­
lomb integrals are energetically the most signi­
ficant while hybrid integrals are the most nume­
rous. Accurate and efficient methods for the eva­
luation of all diatomic integrals remain important 
even in the context of many- center molecule calcu­
lations. 

Recently, analytical expressions have been de­
veloped for the evaluation of Coulomb integrals.! 
Since the scheme is amenable to computer usage, 
programs have been developed and incorporated 
into a general diatomic integral package for evalu­
ating all two-center COUlomb,! hybrid,2 and ex­
change3 integrals. The latter two formulations 
take advantage of the charge distribution concept, 4 
aI1d considerable savings of computer time are 
achieved in this way. The Coulomb formulation,! 
on the other hand, relies on rapid handling of each 
integral on a one-by-one basis with very little 
computational material being carried over from 
one integral to the next. 

The hybrid formulation2 employs one final numeri­
cal integration over simple charge distribution 
functions. Application of this method to Coulomb 
integrals allows a further exploitation since cer­
tain computed charge distribution quantities can 
be used by both Coulomb and hybrid integrals in 
common. The computational effiCiencies gained 

in this respect offset the introduction of a final 
numerical integration for the Coulomb integrals. 
The exchange formulation3 employs one final 
numerical integration over a rapidly convergent 
infinite series of charge distribution functions. 
Application of the hybrid scheme to exchange inte­
grals is less effective since a double numerical 
integration arises plus an infinite series. 

In previous work, explicit expressions have been 
developed for Coulomb and hybrid integrals. 5-!O 
Charge distribution procedures involving two final 
numerical integrations have appeared. l1 Hybrid 
and exchange integrals have been e valuated using 
ellipSOidal methods, while a Fourier convolution 
method has been employed for Coulomb integrals.12 

In addition, general multicenter methods have 
been employed for these integrals.!3,14 A review 
of other pertinent techniques has also appeared.!5 
The present treatment for Coulomb integrals offers 
advantages in that general expressions are given 
for all combinations of orbitals, only one final 
numerical integration is needed, charge distribu­
tion quantities can be computed and used for more 
than one type of integral, and the methods are 
specifically oriented to the two-center nature of 
these integrals. 

In the follOWing, the derivation of formulas is 
sketched and final expressions are shown. The 
hybrid integral is handled first to demonstrate 
the method to be used2 and to establish the present 
notations. The final expressions given here are 
modified from those previously given2 so as to 
be able to utilize certain efficiencies in the unified 
treatment. The Coulomb integral is next resolved 
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-x2 - ix3 • In this coordinate system the line element has 
the form ds 2 = -d~d~/P2. The definition of ti is then ti7) ~ 
2P 1- Q(a/aO(PQ7)), where 7) is a quantity of spin weight q. 

13 Though A 0 is real, the complex-conjugate notation is used 
in Eqs. (4.4) and (4.5) in order to give the correct indication 
of spin weights. 

14 The meaning of the order symbol used here is that f (u, 5, 

x')=O(g(s)) means If(u,5,x') I <g(s)F(u,x') for some 
function F independent of s and for all sufficiently large 5. 

15 In Ref. 5 this is referred to as the asymptotically spherical 
case. 

16 In Ref. 5 this is referred to as the asymptotically plane case 
17 This circumstance we find rather surprising sincp in the 

asymptotically spherical case, i.e., p = -S-l + 0 (s-2), one 
needs no assumptions beyond those on ljIo (see Ref. 5). 
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General expressions are developed for the evaluation of both Coulomb and hybrid electron repulsion 
integrals over basis sets of arbitrary Slater-type atomic orbitals. In each case, a single numerical inte­
gration over a product of a one-center and a two-center charge distribution function is required for the 
recovery of the integrals. The one-center charge distribution functions are shared by both integral types. 
The two-center charge distributions are different for the two cases, but the constants ard special func­
tions required are the same. The results lead to an effiCient computer-oriented procedure for the reso­
lution of these integrals. The charge distribution functions can be used to obtain two-center overlap, 
nuclear attraction, kinetic energy, and, somewhat less efficiently, exchange integrals as well. 

INTRODUCTION 

The use of Slater-type atomic orbitals as a basis 
for the expansion of molecular wavefunctions leads 
to good descriptions of physical systems at the 
expense of computational difficulties in the evalua­
hon of multicenter electron-repulsion integrals. 
Among the diatomic integrals that arise, the Cou­
lomb integrals are energetically the most signi­
ficant while hybrid integrals are the most nume­
rous. Accurate and efficient methods for the eva­
luation of all diatomic integrals remain important 
even in the context of many- center molecule calcu­
lations. 

Recently, analytical expressions have been de­
veloped for the evaluation of Coulomb integrals.! 
Since the scheme is amenable to computer usage, 
programs have been developed and incorporated 
into a general diatomic integral package for evalu­
ating all two-center COUlomb,! hybrid,2 and ex­
change3 integrals. The latter two formulations 
take advantage of the charge distribution concept, 4 
aI1d considerable savings of computer time are 
achieved in this way. The Coulomb formulation,! 
on the other hand, relies on rapid handling of each 
integral on a one-by-one basis with very little 
computational material being carried over from 
one integral to the next. 

The hybrid formulation2 employs one final numeri­
cal integration over simple charge distribution 
functions. Application of this method to Coulomb 
integrals allows a further exploitation since cer­
tain computed charge distribution quantities can 
be used by both Coulomb and hybrid integrals in 
common. The computational effiCiencies gained 

in this respect offset the introduction of a final 
numerical integration for the Coulomb integrals. 
The exchange formulation3 employs one final 
numerical integration over a rapidly convergent 
infinite series of charge distribution functions. 
Application of the hybrid scheme to exchange inte­
grals is less effective since a double numerical 
integration arises plus an infinite series. 

In previous work, explicit expressions have been 
developed for Coulomb and hybrid integrals. 5-!O 
Charge distribution procedures involving two final 
numerical integrations have appeared. l1 Hybrid 
and exchange integrals have been e valuated using 
ellipSOidal methods, while a Fourier convolution 
method has been employed for Coulomb integrals.12 

In addition, general multicenter methods have 
been employed for these integrals.!3,14 A review 
of other pertinent techniques has also appeared.!5 
The present treatment for Coulomb integrals offers 
advantages in that general expressions are given 
for all combinations of orbitals, only one final 
numerical integration is needed, charge distribu­
tion quantities can be computed and used for more 
than one type of integral, and the methods are 
specifically oriented to the two-center nature of 
these integrals. 

In the follOWing, the derivation of formulas is 
sketched and final expressions are shown. The 
hybrid integral is handled first to demonstrate 
the method to be used2 and to establish the present 
notations. The final expressions given here are 
modified from those previously given2 so as to 
be able to utilize certain efficiencies in the unified 
treatment. The Coulomb integral is next resolved 
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along the same lines. The application of this tech­
nique to exchange integrals is also considered. 
Finally a discussion is presented of the various 
special functions required for this analysis. 

I. DEFINITIONS 

For computational efficiency, the Slater-type 
atomic orbital Xi (P, t), situated at center P and 
a function of the electron coordinates t, is defined 
as follows: 

X;(P,t) = Ni r;r1 exp(-~irpt)(2l; + 1)-1/2 

X Y1im i (ePtCfJPt) , 

where n, l, and m are quantum numbers, ~ is an 
orbital exponent, N is a normalization constant 

(1) 

(2) 

and Y1m is a real,normalized spherical harmonic. 
The previously defined16 coordinate systems are 
to be used at centers A and B, with R representing 
the separation distance between them. 

The hybrid H and Coulomb C integrals of interest 
here are written: 

H = jd V2 UA(2)X3 (A, 2)X4(B, 2), 

C = jd V2UA(2) X5(B, 2)x6(B, 2), 

(3) 

(4) 

where the one-electron potential UA has the form, 

sion of the inverse interparticle distance is given 
by 

00 

r~~ = ~ ~ (2/: 1)a1y-l-lYim(e1 CfJl) y1m (e 2 CfJ2) , 
1 =0110=-1 (10) 

where (J and y denote, respectively, the smaller 
and greater of r 1 and r 2' The following expansion 
is used to transfer a solid spherical harmonic 
from center B to center A:18-23 

1 ~ (21 + 1 ) 1/2 K l-K 
rBY1m (6BCfJB) = ~ 2K + 1 PK(lm)r;R 

K-Iml 

X Y&,(eACfJA) , (11) 

where the constant PK is defined by 

(- l)K+m (I + m)! (/- m)! ) 1/2 
PK(lm) = (I - K) ! (K + m) ! (K - m) ! . (12) 

The parameter definitions, 

na = n l + n2 , QI = ~l + ~2' 

nb =n 5 +n6, f3 = ~5 + ~6' 

are used in the sequel. 

n. CHARGE DISTRIBUTION POTENTIAL 

(13) 

(14) 

The reduction of the potential function UA of Eq. 
(5) is straightforward.2 ,6,1l Combining Eqs. (7) 
and (10), using the orthogonality properties of the 

(5) spherical harmonics and collecting terms gives 
the result: 

Thus, both integrals involve integration over the 
same one-center distribution. 

The integrations over the coordinates of a two­
center charge distribution are to be performed 
via the bipolar coordinates2 ,17: 

r Joo fR+rA J211 
JdV~ drA drB dCfJrArBR-l. o IR-rAI 0 

The expansion of a product of two spherical har­
monics on the same center is given by 

Yi m (eCfJ) Yi m (eCfJ) 
1 1 2 2 

The one-center charge distribution function is 
(6) thereby defined: 

!,.m(r) = N l N2qlm(llm v 12m2}rn a 

x [En +1(Qlr) +An _!-1(Qlr)], 
a a 

(15) 

(16) 

ItJ, (1Jm~ (2[1 + 1)(2[2 + 1)(2[ + 1») 1/2 

1=1/1-12 1 m 47T 

in which the auxiliary functions En and An are as 
follows: 

E (x) = J1dt tn exp(- xt), 
n 0 

(17) 

X qlm (llml' l2 m2)y1m (eCfJ) , (7) (18) 

where the prime on the summation over 1 implies 
III = 2, and the sum over m denotes that m takes 
the two values, m+ and m_, given by 

The latter two functions, discussed in a later 
section, can be quite easily computed l through 
recursion relations and series representation and 
constitute no difficulty to the calculation of the 

m" =sgn(m l ) sgn(m 2)1(lm l l±lm2 1)1, 
and 

sgn(x) = xl Ix I, sgn(O) = 1. 

(8) function!zm' Therefore the one-center charge 

The functions qlm have been described. l ,8 Expan-

distribution is an elementary function and has a 
(9) parametriC dependence only on the quantum num­

bers and orbital exponents of the two orbitals 
located on nucleus A. 
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m. HYBRID INTEGRALS 

Incorporating the expression for the potential, 
UA of Eq. (15), gives the following equation for the 
hybrid integral of Eq. (3): 

r ( 41T )1/2 
H = N3N4JdV2 E 2l + 1 Yzm(BA2 4JA2)!zm(rA2 ) 

n -1 n -1 
X rAi exp(- ~3rA2)rB..!4 exp(- ~4rB2) 

x [(2l3 + 1)(2l4 + 1)]-1/2Yz m (BA_4J~)Yl 
3 3 '"2'"2 4 m4 

(19) 

The two functions on center A, Y.l and Y1 ,can be 
3m3 m 

combined through use of Eq. (7) to give a sum of 
terms containing Y LM' The harmonic on center B 
can be transferred to center A with Eq. (11), giving 
YKm . Finally Eq. (7) can be used to combine the 
latter with Y LM to yield a series containing Y Ali : 

11+12 (ml'm2) 1+1:J (m.m 3 ) 

H=N3N4 6' 6 jdV2flm(rA2) 6' 6 
1~lll-l:!1 m L~Ll-1:J1 M 

14 L+K 

6 6' 
K~I m41 A~IL-KI 

x r;~14-1 exp(- ~4rB2)RI4-K(2L + 1,PK(l4m4) 

(2A + 1) 1/2 
X qLM(13m 3, lm)q A Jl(LM, Km4) 41T 

x Y AJl(BA24JA2)' (20) 

The integration over the angular variable 4J A2 can 
now be performed: 

(21) 

where <P is a normalized, associated Legendre 
function. The total integral is nonzero only if IJ. = 0, 
which implies M = m 4 • Specifically, this means 
that the equation 

sgn(m4) 1 m41 = sgn(m1) sgn(m2 ) 

x sgn(m3) 1 [I (I m11 ± 1 m2 1) 1 + 1 m3 1] 1 (22) 

must be satisfied with at least one of the four 
possible choices of ± signs. The particular form 
of the orthogonality relation in Eq. (22) is a con­
sequence of the order in which the three spherical 
harmonics have been ~oupled and is equivalent to 
the conditions 

sgn(m1) sgn(m2 ) I (I m11 ± I m 2 1) I 
= sgn(m3) sgn(m4 ) I (I m31 ± I m4 1) I. (23) 

The remaining integrations indicated in Eq. (6) can 
now be performed to give the final result: 

W.ith the second charge distribution function F1m 
given by 

13+ 1 (m.m 3 ) 14 L+K 

F1m(rA) =N.fi4 6' 6 0M,m 6 6' 
L~Il:J-1I M 4 K=I"'41 A=IL-KI 

(2L + I)PK(14m 4)QLm (1 3m 3, Im)QAo(Lm4,Km4) 
4 

1 -K-1 n +K ( 
XR4 rA 3 exp-~3rA)BA,n4-14(rA,R;~4)' 

(25) 

where the auxiliary function B is simply related to 
the previously defined2 function Ul, 

These functions are discussed in detail in a later 
section. 

In passing, it should be noted that the two-center 
overlap integral 

(27) 

can be evaluated as a special case of the hybrid 
formulation. The spherical harmonic Yz m on 

4 4 

center B is transferred to center A via Eq. (11) 
and expanded with Yl:J m 3 by using Eq. (7). The 
result, after performing the integrations in Eq. (6), 
is given by 

(28) 

Although this is a particularly simple result, more 
direct procedures are available16 which are not 
encumbered by the final numerical integration. 
However, once the functions F1m are available, the 
evaluation of the two-center overlap, nuclear 
attraction, and kinetic energy integrals can be 
achieved through a minimal computational effort. 
In particular, the latter integrals are obtained 
from the following: 

and 

V2 = jdvt r AtX3(A,f)X4(B,f), 

V2 = IaoodrArA1Foo(rA)' 

T = j dVt [- ~Vh3(A, f)Jx4(B, f), 

T = n3~3 V2 - ~~~S - ~(n3 + 13)(n 3 - 13 - 1) 

IV. COULOMB INTEGRALS 

(29) 

(30) 

(31) 

(32) 

The development of the Coulomb integrals follows 
similar lines as those described above. The 
angular dependence is exhibited in the form 

C = N 5N 6 J dV212 (2l
4
: iYI\m(BA24JA2)!zm(rA2) 

x rBn{2 exp(- {3rB2 )[(2l5 + 1)(2'-6 + 1)]-1/2 

x Yz m (e B2 4JB2)Yz m (eB2 4JB2)' (33) 
5 5 6 6 

Firs~ly, the spherical harmonics on center-B are 
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combined by using Eq. (7) to yield yLM(eBC{JB)' 
Secondly, the latter is transferred from center B 
to center A through Eq. (11) giving YKM(eAC{JA)' 
Thirdly, the latter is combined with Yim to yield 
a sum of terms containing YA/J: 

1)+/2 (m) ,m2 ) Is+16 (ms ,ms) 

C=N5N S ~I ~ IdV2flm(rA2)~' ~ 
1=1 ;-/21 m L=IIs-i 1 M 

L I+K (M,m) 

~ ~I ~ r:2r;rL-2 exp(- {3rB2 ) 
K=IMI A=I/-KI /J 

X R
L

-
K
(2L + 1)PK(LM)qLM(l5m5' lSmS) 

(
2A + 1)1/2 

X qA/J (KM, lm) ~ y AII (eA2 C{JA2)' 

Integrating over the angular variable C{JA2 gives ° /Jo, implying M = m and the following ortho­
gonality conditions: 

sgn(m1) sgn(m2) I (I m11 ± I m 2 1) I 

= sgn(m 5) sgn(ms) I (Im51 ± Imsl) I. 

(34) 

(35) 

Again this equality must be satisfied by some 
choice of the ± signs for the total integral to be 
nonzero. 

Performing the remaining integrations in this case 
now yields the final Coulomb result: 

where the new charge distribution function G is 
defined by 

IS+/s (ms,ms) L K+I 

Glm(rA) = N~s ~' ~ 0Mm ~ ~I 
L=lls-lsl M K=lml A=IK-il 

(2L + 1)PK(Lm)qLm(l5m5' lSmS)qAO(Km, lm) 
L-K-1 K+1 () (37) x R r A BA '~b-L-1 rA> R; {3 

Comparison of G with the hybrid charge distri­
bution F, in Eq. (25), reveals that the constants and 
functions required are all identical. Thus, tables 
of the constants p and q and a routine for the cal­
culation of the B functions are all that is required 
to generate both F and G. 

In passing, it should be noted that the charge dis­
tribution function Goo can be used to evaluate the 
nuclear attraction integral 

for the one-center overlap integral: 

J d Vt X5(B, t) Xs(B, t) = 1000 drAG 0 0 (rA ) 

= 011 Om m N~S[(2l5 + 1)(2lS + 1)]-1/2nb ! 
s s s 6 

V. EXCHANGE INTEGRALS 

The exchange integral E is written as follows: 

where the two-center, one-electron potential UAB 
has the form 

Thus, the exchange integral differs from the hybrid 
integral of Eq. (3) only in the use of the two-
center potential function U AB instead of the one­
center potential U A' 

The expansion for rl~ in Eq. (10) is first intro­
duced giving a sum of spherical harmonics, Y 1m : 

UAB(2) = N 7N sJ dV1/~j;~l2l ~ ~ly-l-1 
X y 1m(eA2 C{JA2) Yim(eA1 C{JA 1 h{[l exp(- ~7r A1) 

x rB'1-1 exp(- ~SrB1) [(2l7 + l)(2ls'+ 1)]-1/2 

(43) 

where u and y signify, respectively, the smaller 
and greater of rA1 and rA2• The Similarity of this 
expression with Eq. (19) for the hybrid integral 
suggests similar handling of the two cases. There­
fore, Eq. (7) is used to combine Y 1m with Y 1 m to 

7 7 

give Y LM' The function Yi m is transferred to a a 
center A using Eq. (11) to give Y Km' Finally, this 
is combined with Y LM to yield YA/J: a 

CO I 

UAB(2) = N7NS ~ ~ I dV1u 1y-l-1(2l + 1)-1/2 
1=0 m=-l 

17+1 (m,m7) la L+K (M,ma) 

X y 1m(eA2C{JA2) ~I ~ .~ ~I ~ 
L=117-/1 M K=lmal A=IL-KI II 

rA,,/K-1 exp(- ~7rA1) 1B,?-la-1 exp(- ~SrB1) 

X R1a- K(2L + l)PK(lsm s )qLM (l7m7' lm) 

X qA/J(LM,Kms) (2A + 1)1/2YA/J(eA1 C{JA1)' (44) 

from the expression 

( ) Integrating over C{JA1 from Eq. (6) gives 0/Jo and the 
38 requirement that M = ms' The remaining integra­

tions give the result 

V1 = focodrAr;lGOO(rA)' (39) 

In addition, the accuracy of the procedure can be 
partially assessed by examining the value obtained (45) 
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where the exchange charge distribution function 
X/ m is defined by 

where 
/ 

e/(t) = t, 0 ~ t ~ 1, 

( ) 
-/-1 

e/ t = t , 1 ~ t ~ co, 

(46) 

(47) 

(48) 

and the prime on the function F z m is to indicate 
that the parameter subscripts 3 and 4 in the defini­
tion of F in Eq. (25) are to be read 7 and 8 for use 
in Eq. (46). 

When the two- center potential UAB is inserted into 
Eq. (41), the reduction of the exchange integral 
follows exactly the procedure outlined above for 
the hybrid integral, giving the final result 

(49) 

which contains the orthogonality condition that the 
equation 

or equivalently, 

sgn(m3 ) sgn(m4 ) [( [m3 [ ± [m4 [) [ 

= sg~(m7) sgn(ma) [( [m7 [ ± [ma [) [ (51) 

must be satisfied in order for the total integral to 
be nonzero. 

The two-center hybrid charge distribution functions 
F / m can therefore be used with an infinite series 
to recover the exchange integrals. Since the final 
integration is to be performed numerically, the 
functions FZm can be assumed to be tabulated for 
certain values of rA over the range of the integra­
tion variable. The function XZm is defined in such 
a way that it can be computed using the same set 
of tabulated function values as are needed in Eq. 
(24) for the hybrids. 

VL AUXll..IARY FUNCTIONS 

A. The Function B A /I 

The definition of the function BAn can be written in 
terms of its integral representation: 

R+rA 
BA,n(rA, R;~) = (2A + 1)1/2 fiR-rAI drBr; exp(- ~rB) 

x <P~ (COSIU. (52) 

This is transformed into a sum over the special 
functions16 Iv as follows 2 : 

BA)rAlR,~) = (J exp(- ~y).6 -
• n+1 n+A (y) u-A 

",,0 (J 

n+2A-u 

X .6 (~(J)V Iv(~(J)Wuv(A, n), 
v=o 

(53) 

where a and y represent, respectively, the 
smaller and greater of r A and R, and the con­
stants Wuv are given by 

where 

ho=max[A-g,A-u,v-g], (55) 

and the constants Q are defined: 

in which 

jo = max[O,g + h - 21\.], 

j1 = min[n,g + h- A,u + h- A], 

ko = max[O, h - A - j), 

(56) 

(57) 

(58) 

(59) 

k1 = min[A - g,g + h - A - j, h + u - A - j]. 
(60) 

Although the lower summation limit of the index v 
in Eq. (53) is explicitly zero, a more precisely 
defined limit has been discussed24 and is 
max[O, u - n]. The constants W"v need be com­
puted once and stored within a computer peri­
pheral memory for use in computing the functions 
B. 

The most time-consuming operation arising in the 
evaluation of the functions B involves the computa­
tion of the functions Iv' 

These can be related to the previously described16 

functions f . The recurrence relation 
JJ. 

Iv(x) = (2v + 1)(2v - 1)[I!r2(x) - I!rl(x)], (61) 
x 2 

with the starting func.tions, 

IO(x) = x-1 sinh(x), 

L 1 (x) = cosh(x), 

(62) 

(63) 

can be used with a 16-digit double-precision com­
puter word to yield no less than ten significant 
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figures whenever A..(x) = [nA.._1 (x) + exp(- x) ]/x (75) 

(64) with the starting function given by 

is satisfied: v max is the largest index value re­
quired. When x is too small to use the relation in 
Eq. (61), then the continued fraction16,25 

where 

r (x) = 1 + x rv+1 
( 

2 (x) )-1 
v (2v + 1)(2v + 3) , 

can be used quite efficiently and the number of 
terms required to obtain the same accuracy is 
given by the integer t satisfying the equation 

(65) 

(66) 

(76) 

The functions En of Eq. (17) are needed for the 
evaluation of the one-center charge distribution 
function!lm in Eq. (16) and can also be used for 
the evaluation of the B functions. The recursion 
relation 

(77) 

can be employed with the starting function 

EO(x) ==x-1 [1 - exp(- x)], (78) 

t > 2. 5 + 7. 5x . 
vmax 

when the maximum index value required nmax and 
(67) the variable x satisfy the equation 

Since the Iv functions can be related to the func­
tions En of Eq. (17): 

(2v + 1) , exp(x) t E/J+ v (2x)(- 1t (V), (68) 
(v!)2 n=O n 

an alternative representation of the B functions 
can be written: 

n+2A-u 

X 2; Ev(2~a)Puv(A,n), 
v::vo 

(69) 

where a and 'Y are again, respectively, the smaller 
and greater of r A and R; the index v 0 is given by 

Vo =max[O, /1.- u]; (70) 

and the constants P uv are defined by 

(79) 

'1!his will guarantee ten significant figures out of a 
16-digit computer word. When x is too small to 
satisfy this relation, the recursive procedure in 
Eq. (77) loses too many significant figures and the 
inverse recursion is required: 

En (x) = [xEn+l (x) + exp(- x)]!(n + 1). (80) 

The starting function can be obtained! by using a 
Taylor's series expansion: 

(81) 

about fixed values E:; but this requires the storage 
of tables of function values En (E:) for closely 
spaced intervals E:. In addition to the infinite 
series1 ,11 

00 k 
En (x) == n! exp(- x) L; x , 

k=O (n + k + 1) ! 
(82) 

(71) the starting function can be obtained by setting 

En +m (x) == 0 
max 

(83) 

hl == m~[A - g, 11.- u, v - g], 

h2 == min[n + 211. - u - g, v]. 

and recurring downwards with Eq. (80). If m is 
(73) taken to satisfy the equation 

(74) 

The constants P uv are simpler to compute than 
Wuv of Eq. (54), and the former can be computed 
with absolute accuracy since only a sum of inte­
gers is involved. The availability of two distinct 
representations of the B functions provides a good 
means for checking computational accuracy. 

B. The Functions A.. and En 

The functions A.. of Eq. (18) are obtained through 
the recursion relation 

(84) 

this ensures accuracy for the required set of E 
functions. For x greater than 2n + 20, En (x) has 
the asymptotic valuell 

() ,-n-1 En X ~ n.x • (85) 

vn. DISCUSSION 

As can be seen from Eq. (25) for hybrid integrals, 
a set of B functions must be computed which de­
pends only on X4 at center B. This set of function 
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values can then be coupled with all possible orbi­
tals on center A to form all two-center charge 
distribution quantities needed. In the case of the 
Coulomb integrals, a new set of B functions is 
needed for each new two-orbital charge distribu­
tion on center B. However, the resulting function G 
of Eq. (37) is used with all possible orbital choices 
on center A; in this way, the time required per in­
tegral is kept low. 

Another feature arising with Coulomb integrals is 
that the summation parameter L appears as an 
argument of the second index of the functions B. 
Thus, a table of B-function values is needed; how­
ever, all of these functions have the same argu­
ments rA , R, and {3. Thus, only one set of auxiliary 
functions Iv or ElJ need be computed to produce 
the full array of required B functions. Since the 
calculation of the I lJ or E lJ functions is the time­
limiting step, the time required for computing B 
functions is kept from becoming excessive. 

The final integration over r A indicated in Eqs. (24) 
and (36) is performed numerically by splitting the 
range into two intervals, namely, (0, R) and (R, <Xl). 
This is a natural choice since the calculation of the 
B functions splits into the same two ranges. Gauss­
Legendre quadrature26a is employed in the first 
range after a suitable change of variable. In the 
second range, since the functions B contain an ex­
plicit exponential dependence of exp(- (r) and for 
hybrid integrals an additional exponential factor 
embedded in F, a Gauss-Laguerre procedure26b 

could be used to take account of this property. 
However, because of the presence of different 
orbital exponents for each charge distribution, a 
different set of integration points would be re­
quired for each new charge distribution. There­
fore, to make efficient use of the charge distribu­
tion concept, a Gauss- Legendre process is better 

• Work supported by the Department of the Navy, Naval 
Ordnance Systems Command, under Contract No. N00017-62-
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This paper is a continuation of Paper I [J. Math. Phys. 11, 1069 (1970)). A general expression is deter­
mined for the stochastic Green's function (SGF) for two-point correlation functions, and various useful 
relationships are determined between the stochastic Green's functions for various statistical measures 
and between the stochastic Green's functions, random Green's functions, and ordinary Green's functions. 
In the author's dissertation and earlier papers, SGF was given as an ensemble average of the product 
of random Green's functions. This random Green's function is now specified in terms of an ordinary 
Green's function for a deterministic operator and a resolvent kernel which can be calculated for the 
random part of the stochastic operator. Hence that SGF is determinable which yields the deSired sta­
tistical measure of the solution process directly. Second, the two· point correlation function of the solu­
tion process is found for the perturbation case. It is also demonstrated that, in the event that perturba­
tion theory is adequate to deal with the randomness involved, the correct two-point correlation of the 
solution process is easily specialized from the general expreSSion, i.e., the results of perturbation 
theory are obtained from the SGF of Adomian when perturbation theory is applicable. 

1. GENERAL STOCHASTIC GREEN'S FUNCTION 
FOR CORRELATIONS 

The present authorl has defined the "stochastic 
Green's function" (SGF) for correlations as the 
kernel G H relating the output (or solution process) 
correlation Ry to the input correlation function 
R x in the expression 

Using Adomian's iteration procedure in Paper I, we 
can write Eq. (2) in terms of iterated kernels as 
used by Sibul3 thus: 

Ry(tl' t2) = II GH(tl' t2, T1, T2)R x (T V T2)dT1dT2• 
(1. 1) 

A very detailed example, for the special case 
where stationarity could be assumed throughout2 
gave the spectral density for a randomly sampled 
random process and the well-known results of 
filter theory in the limiting case of a deterministic 
filter. Our purpose now is to look at the kernel 
G H in a more comprehensive manner. USing ter­
minology and symbols of Paper I, we can write the 
stochastic differential equation .cy = x, where 
.c is a stochastic (differential) operator involving 
stochastic process coeffiCients av(t, w), t E: T, 
wE: (il, 5", Jl) as 

y(t) = F(t) - IK(t,T)Y(T)dT, 

where 

F(t) = I l(t, T)X(T)dT + Z;cvcf>v' 

Then 

Ry(t1' t2) = (y(t1)y(t2» 
= «F(t1) - JK(t1l T1)Y(T1)dT 1) 

x (F(t2) - jK(t2' T2)Y(T2)dT2» 
= <!'(t1)F(t2» - j([«t1, Tl)F<t2)Y(T1» dT 1 

(1. 2) 

Q() 

y(t) = F(t) - ~ j(- 1)m+1Km+l(t, T)F(T)dr, (1.4) 
m"o 

where Km(t, T) is defined by the recurrence for­
mula 

with K1 = K. 

Thus 

y(t) =F(t) - jK(t,T)Y(T)dT 

=F(t) - jK(t,r)[Yo-Yl + Y2 + "']dr 

(1. 5) 

= F(t) - j K(t, T)YO(T)dT + j K(t, r)Yl( r)dT - ... 

=YO-Y1 +Y2- ••• 

= F(t) - j K(t, T)F(T)dT 

+ j K(t, T l)K(T 11 T)F(T)dT' .• 
00 

= F(t) + 2d j (- 1) m+l Km+1 (t, T)F(T)dT. 

If the sum is uniformly convergent, then summa­
tion and integration can be interchanged3 in (1. 4). 4 

Defining the resolvent kernel r(t, T) = 6::0 
(- 1) "Km+l (t, T) allows us to write very conveniently 

yet) = F(t) + jr(t, T)F(T)dT. (1. 6) 

Ry(tl' t2) = <F(t1 )F(t2» - j<r(tl' T1)F(t2)F(T1»dTl - J<r(t2' T2)F(tl)F(T2»dT2 

+ jj<r(t 1 , T 1)r(t2' T 2)F(T 1)F(T2»dT 1 dT2' 

(1. 7) 

* In order to separate out (F(r 1)F(T2»,we can rewrite (1.7) as 

1944 
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R
y
(t 1,t2) == JJ(F(T 1)F(T2»0(Tl - t l )0(T2 - t2)dT1dT2 - JJ(r(tl,Tl»(F(Tl)F(T2»0(T2 - t2)dTl dT2 

* * ,,* - JJ<r(t2,T2»(F(T l )F(T2»IJ(T l - tl)dT1dT2 + JJ(r(tl' Tl )r(t2, T2»(F(T 1»F(T2»dT1dT2, (1.8) 

where 

(F(T 1)F<T2» :::: RF(T l , T2) == JJ G(T l , a1)G(T2, a2)Rx (al , a2)dul da2' 

Substituting (9) into (8), we get 

(1. 9) 

Ry(tl' t2) == Iff! G(T l , a1)G(T2 , u2)Rx (u l , a2) 

x O(TI - t l )6(T 2 - t2) dT l dT2da l da2 - JJJJ<r(tv Tl »G(T1,Ul )G(T2 , a2)Rx (aV a2)6(T2 - t2) 

x dT lriT2dal du2 - f(f«r(t2' T2»G(Tl> al)G(T2' u2)R x (Ul> U2)0(T1 - t 1)dT1dT2du1da2 

which is the same as the general expression 

Ry (ll' t2) == JJGH(t l , t2 , aI' u2)Rx (u l , u2)dul du2, 

where 

GH == JjC(T 1,U1)G(T2,a2)6(T l - t1)0(T2 - t2)dT l dT2 - JJ<r(tvT1»G(T1,U1)G(T2,a2)IJ(T2 - t 2 ) 

x dT I dT2 - JJ<r(t2,T2»G(Tl,a1)G(T2,U2)IJ(Tl - tl)dT1dT2 + JJ(r(t l , Tl )r(t2' T2» 
* X G(TV Ul )G(T2, a2)dTldT2 

is the stochastic Green's function 5 if two-point 
correlations are used for the statistical mea-
sures of the input (forcing function) or output (solu­
tion process or dependent variable). [We have, 
as before, used statistical independence of the ran­
dom coefficients and the forcing function to sepa­
rate ensemble averages involving r and F(t).] 
When there is no random term (R == 0) the last 
three terms of GH are zero, so 

where G's are, of course, ordinary (deterministic) 
Green's functions. 

GH == G(tl, Ul )G(t2' u2) - j<r(tl' Tl»G(T 1 , al ) 

X G(t2,u2)dTl - J(r(t2,T2»G(t1 ,a1) 

x G(T2 , u2)d-r2 + Jj<r(t1, Tl )r(t27 T2» 

(1. 10) 

(2.1) 

This kernel is of course identical to the corre­
sponding kernel in Paper I. There, the H is a 
stochastic operator and h(t, a) is a random Green's 
function, not the Green's function G corresponding 
to the deterministic operator L-l.6 From (2.1) in 
Paper I we had 

GH(tl , t2, aI' a2) == <h(tl' ul )h*(t2, u2», 

2. RELATIONSmpS BETWEEN KERNEL FUNC- which is the same as (1.1) above. Hence we see 
TIONS (OR SGF'S FOR VARIOUS STATISTICAL immediately that 
MEASURES) 

In I, the SGF's were given for various statistical 
measures of input and output [see Eqs. (1. 2.1) for 
RPt't2) or (1. 2. 3) for Ry«(3) (assuming stationa­
rIty) or (1. 2.4) for the spectral density (also as­
suming stationarity holds)]. Equation (1. 10) in 
this paper seems to show a more complicated 
kernel. Thus 

where the SGF GH is given by 

h(t,u) == G(t,u) - jr(t, T)G(T, a)dT, (2.2) 

a rather simple relation between the various 
Green's functions: the random Green's function 
h, a random quantity from which the SGF is easily 
found, the deterministic Green's function G (or 
sometimes 1), and the resolvent kernel. Thus the 
results generalize and make more useful some of 
the results of the author. 2 

This expression clearly shows we can indeed 
compute the SGF for any statistical measure, e.g., 
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for Ry(tv t2), as soon as h can be determined (by measures R,(t1' t2) = (y(t 1)y(t2»: 

y = L-1X - £L-1£lY 

the indicated average of a product of h functions); 
and h can be determined since it depends on the 
known G and the resolvent kernel r, which can be 
found for reasonable operators R. Thus, for a = L-IX - £L-l£l[YO + £Y1 + £2Y2 + 0(£3)] 

given stochastic differential equation, after decid­
ing we want a particular statistical measure (s.m.) 
of the solution process, we calculate the appropriate 
SGF which yields the desired s.m. in terms of the 
s.m. of the given random input. 

= L-1x - £L-1£IL-1X + £2L-1£l L -1£IL - 1X 

- 0(£3). 

3. PERTURBATION CASE FOR CORRELATIONS 

In the event that perturbation theory is adequate 

If x = go + £gl + £2g2 , with (gl) = (g2> = 0, ab­
sorbing the means into (go), if they exist, leads 
immediately to 1 

(y) = L-l0c) + £2L-1(£IL-1£I)L-l(x), 

(y) = [1 + £2L-l(£IL-1£1)]L-l(gO)' 
to deal with the randomness involved (see I), we 
can let R = ££1' where (£1) = 0 is the general 
expression for the stochastic Green's function. 
First, however, let us see the results to be expec­
ted by extending the conventional approach as used 
for the expectation (y) to the case of correlation 

assuming R and x are uncorrelated, as in 1. In 
the same manner we can extend to correlations 
R,(tl' t2 ): 

(3.1) 

R,(t1' t2) = (L -1 (ll)g o(t1)L -1(t2)g O(t2» + £(L -1 (f 1)g o(tl)L -1 (l2)g1 (t2» + £2 (L ~1 (t 1)g o(tl)L -1(12)g2 (t 2» 

- E(L~1 (tl)gO(t1)L -1 (t2)£1 (t2)L -1(l2)g O(t2» - £2(L -1(t1)go(t1)L -1(t2)£1 (t2)L -1(t2)g1 (t2» 

+ E2(L -1 (t1)g o(t1)L -1 (t2)£ 1 (t2)L-1 (l2)£1 (t2)L -1 (l2)gO(t2» + E(L -1 (tl)g 1 (tl)L -1(t2)gO(t2» 

+ £2 (L -1 (L1)g 1 (f I)L -l(f2)gl (t2» - £2 (L -1 (t 1)g 1 (t l)L -1 (t2)£1 (t 2)L -1 (f2)g O(t2» 

+ £2 (L -1(t1)g2 (tl)L -1(l2)gO(t2» - £(L -1 (t 1) £1 (t l)L -1 (t 1)gO(t1)L-1 (t2)g 0(t2» 

- £2 (L -1(t1)£1 (t1)L -l(t1)g O(t1)g o(t 1)L-1(t2)g 1 (t 2» - £2 (L -1(tl)£1 (t 1)L -1 (t1)gl (t 1)L-1 (t2)g O(t2» 

(3.2) 

The fourth, fifth, ninth, twelth, and thirteenth terms vanish because (£1> = O. Rewriting in terms of the 
Green's function l(t, T) rather than the operator L-1 and rearranging in powers of £, we obtain 

RyU1,t2) = jjZ(t1,T1 )l(t2,T2 )[(gO(T 1)gO(T2» + E:(gO(T 1)gl(T2» + c(g l(T 1)gO(T2» + £2(gO(T 1)g2(T2» 

+ £2(gl(T 1)g1(T2» + E2(g2(Tl)gO(T2»]dT1dT2 + £2 ffffl(t1,T1)l(t2,T2)l(T2,T3)l(T3,T4) 

x (£1(T2)£1(T 3» (gO(T 1)gO(T 4»dT 1" ·dT 4 + £2 ffffl(t1' T1 )l(T1> T2)l(T2 , T3)l(t2 , T 4) 

x (£1 (T 1)£1 (T2» (gO(T3)gO(T 4»dT 1'" dT 4' 

Rearranging the order of the last two terms and of the repeated T'S to see the symmetry better, we 
find 

Ry(tV t2) = ffl(t1,T1)l(t2,T2)[(gO(T1)gO(T2» + £(gO(T1)g~(T2» + E(g1(T 1)gO(T2» + E2 (gO(T 1)g2(T 2» 
+ E2(g1(T1)gl(T2 » + E2(g2(T 1)gO(T2»]dT1dT 2 + E2JJJJZ(t1,T1)l(T1,T])1(Ti,Tl)1(t2,T2) 

x (£1 (T 1)£1 (T1»(g O(T i)go(T 2»dT 1 dT]dT1dT 2 + E2 J J J JZ(t2' T 2)Z(T 2' T2)1(T2' T2)1(t 1 , T 1» 

x (£1 (T2) £1 (T2»(gO(T l)gO(T2»dT 2dT2dT2dT 1 

(3.3) 

(3.4) 



                                                                                                                                    

LIN EAR RAN D 0 MOP ERA TOR E Q 'U A T ION S. II 1947 

4. PERTURBATION RESULTS FROM STOCHAS­
TIC GREEN'S FUNCTION 

We now use Adomian's stochastic Green's function 
(SGF) [for correlation measures of input and out­
put from Eq. (1. 10)] to verify the perturbation 
case, Le., the case where randomness is relatively 
insignificant, and hence could be handled by con­
ventional perturbation theory. To calculate the 
SGF, we need the resolvent kernel r, Le., 

r(t1,T1) =~(-1)mKm"1(tl>T1)' 

Since K 1(tl>T 1) = G(t1,T 1)R(T1) andR is zero 
mean, clearly 

and 
-K2(tl>T 1) =- IK(tv T])K(Tl,T1)dTI 

= - I G(tl' TllEaC 1 (T 1) G(T1, T 1)EaC1 (T 1)dT1, 

which we get by replacing R with E aC 1 (see Pap~r 
I). Hence 

Thus, to order E2, 

(r(tl> T 1» = - E2 I G(tv T]) G( T'l> T 1)(£1 (TJ.) 

X aC 1 (T l»dT I • 

The four terms of the SGF GH are now easily 
determined. The first term is Simply G(tl' a1) 
G(t2, a2). Since x(t) = go(t) + Eg1 (t) + E2g2(t), we 
have 

Rx (a1, a2) = (x(a 1)x(a2» = (go(a 1)gO(a2» 

+ E(gO(a 1)gl(a2» + E2(go(a1)g2(a2» 

+ E(gl(a1)gO(a2) + E2(gl(a1)gl(a2» 

+ E2(g2(a1)gO(a2»· 

We see 7 that 

RyC!l' t2) = II G(t 1, a 1)G(t2, a2)Ria v a2)da 1da 2 

gives exactly the double integral terms of Eq. 

(3.4). The remaining fourfold integral terms 
come from the terms of GH which involve the 
resolvent kernel r, specifically, the second and 
third since the fourth is higher in E than we are 
interested. 

The second term of G H is 

into which we substitute the calculated (r) from 
above. Hence the second term for GH becomes 

E2 f f G(t1, T]) G(Tl' T 1) G(T l' a1) G(t2, a2) 

x (£1(T;) £1 (T1»dTJdT1' 

The third term is 

or 

E2 fI G(t2' T2)G(T2' T2)G(T2, a2)G(t1, a l ) 

x (aC 1(T2)£1 (T2»dT 2dT2' 

which when used in the expression for R (t l' t2 ) 

obviously is identical to the fourfold int~gral 
terms of Eq. (3. 4). Hence we have verified that 
the results of perturbation theory can be obtained 
from the SGF of Adomian when perturbation theory 
is applicable. 

5. PERTURBATION RESULTS FROM THE RAN­
DOM GREEN'S FUNCTION h(t, T) 

The random Green's function h(t, T) was given by 

h(t, T) = G(t, T) - fr(t,a)G(a, T)da; 

hence yet) = Ih(t, T)X(T)dT. Consequently, 

(5.1) 

y(t) = fG(t, T)X(T)dT - IIr(t, a)G(a, T)x(T1da dT; 

averaging, we have 

(y (t» = I G(t, T) (x (T»dT - f f (r(t, a) G(a, T)X(T»da dT. 

Expanding the resolvent kernel r(t, a) in terms of 
iterated kernels, we have 

(y(t» = f G(t, T)(x(T»dT - fIG(t, T1)(R(T 1»G(T1, t)(x(T»dT 1dT + III G(t, T1)G(T l' T2)(R(T 1)R(T2» 
x G(T2, T)(X(T»dT2dT 1dT - IIII G(tl> T l )G(T 1 , T2)G(T2 , T3)(R(T1)R(T2)R(T3»G(T3' T)(X(T» 

x dT3dT2dT1dT + .... 

If R = E£l + E2aC 2 and x = go + Eg1 + E2g2 = g, as before, we have 

(y(t» = IG(t,T)«(go + Eg1 + E2g2»dT - IIG(t,T 1)(EaC 1(T 1»G(T1,T)(go + Eg1 + E2g2)dT 1dT 

- II G(t, T1)(E2aC 2(T 1»G(T1, T)godT 1dT + fIIG(t, T1)G(TU T2)(E2aC 1 (T1)aC1 (T 2»G(T2' T) 

x (go + Eg1 + E2g2)dT2dT1dT + O(E3) 

or, equivalently, 
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(y(t) = L-l(go + Eg1 + E2g2) - EL-l(£l)L-l(go + Eg1) - E2L-l(£2)L-lgo + E2L-l(oC:tL-1£1) 

X L-1go + 0(£3). 

If (£1) = (£2) = 0, 

(y(t) = L-1(g) + E2L-1(£lL-1£1)L-lgo 

or, if gl = g2 = 0 so that go = g, 

as derived in Paper I. We have already demon­
strated that the correlation result, for the case 

1 G.Adomian,J.Math.Phys.ll,1069 (1970). 
2 G. Adomian, Ph. D. thesis (UCLA, 1961) (unpublished). 
3 L. H. Sibul, Ph. D. thesis (Pennsylvania state University, 

1968) (unpublished). 
4 A separate paper will deal with rates of convergence and 

where perturbation theory is valid, can be de­
rived from the SGF. It clearly could be found by 
writing h(t, T). 
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The problem of wave motion in a stochastic medium is treated as an application of stochastic operator 
theory and as a generalization of Papers I and II (and previous work by the author) to the case of partial 
differential equations and random fields without monochromaticity assumptions and closure approxima­
tions. Connections to the theory of partial coherence are considered. The stochastic Green's function 
for the two-point correlation of the solution process can be determined so the correlation can be obtained. 
Spectral spreading in a "hot' medium is easily demonstrable and can be calculated. 

INTRODUCTION 

The problem of wave motion in a stochastic or 
randomly inhomogeneous or fluctuating medium 
arises in a number of interesting contexts in 
physics and as a natural generalization of Paper I 
(Ref.1) to the case of partial differential equations. 
The refractive index is assumed to be a random 
point function or stochastic process (SP) rather 
than a random variable. Use of stochastic distribu­
tions is, of course, suggested; however, it is desir­
able to keep the formulation initially simple since 
there already exist a number of complexities not 
present in usual treatments. (For the same reason 
the nonlinear stochastic problem is deferred.) 
Nearly all studies of wave propagation in a random 
continuum utilize the monochromatic or quasi­
monochromatic assumption of harmonic time de­
pendence and essentially no spectral spreading, 
and therefore proceed immediately to a reduced 
wave equation or Helmholtz equation. Thus the 
field quantity becomes a functional of a random 
process k(x) rather than k(x, t) or, more complete­
ly, k(x, t, w), where w ( (n, 5', /J.), a probability space. 
(See, e.g., Beran and Parrent2 or Beran. 3 ) Keller,4 
e.g., considered the scalar (reduced) wave equation 
(V2 + k2n2Cx)]u = g(x\ where g(x) is the source 

distribution and there exists an appropriate con­
dition on u and VU (radiation condition). k is the 
propagation constant for ~e mediuIll:.L and n is th~ 
refractive index. Let n2 (x) = 1 + /J.(x), where /J.(x) 
is a zero-mean SP. Then (V2 + k2)u + k2/J.(x)u = 
g(x) or £ u = g, where £ is a stochastic operator 
separable into the sum of a deterministic operator 
L = V2 + k2 and a random operator R. The deter­
ministi:£ op~rator L = V2 + ka. The Green's func­
tion G(x - x ') = G( r) = exp(ik or) /41Tr = exp(ik 0 I x -
x' 1 )/41T 1 x - x' I. In a uniform or nonrandom 
medium, n = 1 and (v 2 + k 2 )u = g. The stochastic 
medium may, of course, be considered an ensemble 
of possible media with a probability distribution 
giving probabilities for various members of the 
ensemble. 

The medium may not be known precisely, and the 
objective is to determine what is likely; it may be 
too complex to specify, or it may be randomly 
fluctuating. Most results involving stochastic 
equations in physics and engineering have been 
obtained by averaging procedures, closure, or 
truncation approximations (hierarchy methods, 
perturbation theories, etc.), self-consistent field 
approximations, and restriction to very special 
processes. Many of these have correlated well 
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(y(t) = L-l(go + Eg1 + E2g2) - EL-l(£l)L-l(go + Eg1) - E2L-l(£2)L-lgo + E2L-l(oC:tL-1£1) 

X L-1go + 0(£3). 

If (£1) = (£2) = 0, 

(y(t) = L-1(g) + E2L-1(£lL-1£1)L-lgo 

or, if gl = g2 = 0 so that go = g, 

as derived in Paper I. We have already demon­
strated that the correlation result, for the case 

1 G.Adomian,J.Math.Phys.ll,1069 (1970). 
2 G. Adomian, Ph. D. thesis (UCLA, 1961) (unpublished). 
3 L. H. Sibul, Ph. D. thesis (Pennsylvania state University, 

1968) (unpublished). 
4 A separate paper will deal with rates of convergence and 

where perturbation theory is valid, can be de­
rived from the SGF. It clearly could be found by 
writing h(t, T). 
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comparison with hierarchy methods. 
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approximations, and restriction to very special 
processes. Many of these have correlated well 



                                                                                                                                    

LIN EAR RAN D 0 MOP ERA TOR E QUA T ION S. III 1949 

with experiment. However, extrapolation without 
better understanding is dangerous, and a proper 
stochastic formulation is desirable. 

GENERAL WAVE EQUATlON5 

The above approach is inadequate for a number of 
reasons. From the Maxwell equations 

v x & + aB = 0 
at ' aB 

v x V x & + v x at = 0, 

v x v x& + JJ.;t v x H = 0, 

a aD 
v x V x 8 + lJ.ar (J + ar ) = 0, 

a2 E& OJ v x V x & + IJ. -- = - IJ.-
at2 at ' 

If x is t, this is the equation of a random harmonic 
oscillator (one with a randomly varying spring 
constant). We will see that this equation can be 
solved without' assuming a Markovian jJ.(x). We will 
assume for simplicity that jJ. is zero mean and 
Gaussian, but even that purely for convenience. We 
need not assume Brownian motion or replace 
operators by their averages, thus neglecting fluc­
tuations in the operator. We will deal with the 
medium as a continuum. However, a set of dis­
crete randomly distributed scatwring points can 
be treated by letting jJ.(x) = a 6i~1 Ii (x - xi)' 
where the Xi are n correlated ranaom varlaoies. 
We can then treat any distribution of scatterers or 
the limit n ~ 00. Finally we remark that if jJ.{x) is 
the Uhlenbeck-Ornstein process, Le., zero mean, 
stationary, Gaussian, and Markov SP with given 
correlation function (jJ.(x)jJ.(x,» = E2 exp(-Ix --,- x' 1/ 

grad div& - v 28 + IJ. a2
E& = _ IJ. OJ 

at2 at ' (1) L), or, letting L be a unit length and writing Il(x) 

In a charge free medium, divES = O. If E is con­
stant, div& = OJ hence the first term vanishes in 
(1). More generally,divD = pjhence V·E& = P or 
EV· /; = p - VE·&. Hence v·& = (P/E) - (VE/E)· 
, = p/ E - &·V lnE. Consequently, grad div& = 
V(P/E) - v(&·v In E). The wave equation becomes 

V2& + v(8.v InE) - /l a
2

E& = v(k) + IJ. OJ = g, 
at2 E at (2) 

where g is simply the source term (possibly 
random) and zero in a nonconducting medium with 
p = 0, the second term is almost always neglected, 
and E is generally moved before the time deriva­
tive, i.e., taken as time independent. A reasonable 
approximation to the latter often can be based on 
time variations in E or refractive index being 
small compared with the propagation time of the 
wave (e.g., Keller4 ). Sibul6 assumes variations in 
E over the distance of a characteristic radiation 
wavelength to be small, i.e., the spatial gradient of 
E over a wavelength is negligible or IVE 1/ E « I/A. 
Generally E = E(r, t, w), [w ( (il, ft, IJ.)J. [In Beran's 
ground glass example,2 E = Err, w) so that no time 
fluctuation is involved and the second term is 
neglected to write v 2& -lJ.oE(r, w)a 2&/at2 = gJ. 
,Making both assumptions makes the problem non­
stochastic and therefore devoid of interest. The 
monochromatic assumption leads to V2& + k2& = 
g, Le., one assumes there will be no spectral 
spreading. We will also drop the second term for 
Simplicity and concentrate on the effect of the 
monochromatic assumption. Hence we write 
v 28 - (a2/at 2 )lJ.oE8 = g without assuming har­
monic time fluctuation. 

SCALAR AND VECTOR WAVE EQUATlONS5 

If we assume harmonic time dependence, refrac­
tive index a function of space only, and one dimen­
sion for the moment, the equation becomes 

d2 1J; (x)/ dx2 + k2 n2 {x)1,l; (x) = g or 

d21/11dx2 + k2 [1 + lJ.{x)J1,l;{x) = g. 

as EjJ.(X), we can use the correlation function 
exp(- Ix -'- x' I). The probability denSity of the 
stationary U - 0 process jJ.(x) is W(jJ.) = (21T) -1/2 
exp(- jJ.2 /2), where W(jJ.) is the stationary normaliz­
ed solution of the Fokker-Planck equation 

.E...- W(x, jJ.) =.E...- (jJ.W) + ~ W. 
ax ojJ. ojJ.2 

This paper will consider the scalar wave equation. 
[It is hoped that a subsequent treatment of the 
vector equation will follow where wave motion is 
described by a vector function 'U(x, t, w), with w ( 
(il, ft, jJ.) and u satisfying the wave equation and 
auxiliary (initial or boundary) conditions. J Thus we 
take Las a·deterministic invertible linear partial 
differential operator, possibly with constant coef­
ficients for simplicity, and R as a stochastic 
operator, again linear, possibly involving partial 
differential operations with coefficients which are 
zero-mean stochastic processes (mean values if 
any are absorbed into L). (The possible variations 
of nonlinear stochastic partial differential equa­
tions must be deferred). The source term may be 
a stochastic process including the case of a deter­
ministic source function. The initial conditions 
may be stochastic also. These latter cases of 
randomness have been treated by a number of 
authors and are discussed by Syski in a recent 
book.7 

The monochromatic assumption assumes a har­
monic source causes a harmonic field, hence the 
time factor. exp(- iwt) cancels out, and we con­
ventionally write the Helmholtz equation V21J;(r, w) 
+ k2 n2 (r, w)1,l;(r, w) == g(r), where k is a r~al posi­
tive number (free-space wavenumber), n(r, w), the 
index of refraction, is a (real) random function of 
position only (with mean square of 1), and g is a 
nonrandom source. Also n2 is then written 1 + 
jJ.(r, w), where 11 is a zero-mean (homogeneous 
isotropic) SP (a random function of position) on 
which various assumptions are then made (Gaus­
Sian, realizable, etc.). We will deal with the more 
general equation avoiding restrictive assumptions 
as far as possible. 
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The determination of the probability distribution 
after transformation of a statistically known SP is 
an unsolved problem except for special cases (Kac 
and Siegert 8 When the transformation is itself 
stochastic-a stochastic operator-the conventional 
approaches are inadequate, though a general pro­
cedure has been discussed by Adomian. 9 A well­
known technique of conventional approaches is that 
of the Fokker-Planck-Kolmogorov equations, i.e., 
deriving a differential equation satisfied by the 
desired probability density function-which works 
for Markov inputs (and some extensions; see Ref. 
9), However, for stochastic operators the pro­
cedure is inadequate. It is often quite satisfactory 
to deal with moments, correlations, covariances, 
spectral densities, etc., which we do in this paper. 
Since we speak of general SP's rather than 
Brownian motions, white noise, etc., it is possible 
to ignore most of the literature, although appropri­
ate connections should be made to the large 
volume of application related literature. 

CONNECTION TO THEORY OF PARTIALLY 
COHERENT STATES 

Beran and Parrent2 and Beran3 have discussed 
some interesting and closely related work. Let us 
relate it to the work which follows. Assuming an 
ensemble of systems with identical macroscopic 
properties where, because of ignorance or for 
convenience, microscopic properties are ignored, 
we can inquire only into average properties while 
instantaneous time variations may be quite dif­
ferent for each individual system in the ensemble. 
Thus in classical statistical mechanics we find it 
desirable to apply a statistical description, though, 
in principle at least, it is supposed possible to 
follow the system dynamics in detail. Similarly in 
electromagnetic theory, a statistical theory deals 
with averages of certain functions of the electro­
magnetic field. These averages are called statisti­
cal measures. 9 One such statistical measure (s.m.) 
has been called the mutual coherence function (in 
optics-see Refs. 2 and 3). We will symbolize it 
by10 r 12 (T) and define 

* r 12 (T) = (V1(t + T)V2(t», 

where V1 (t) and V2(t) are the (complex) field at 
two pOints P1 and P 2 , with the brackets meaning an 
averag~ over t, apd _T is a time delay ~ Thus_ r 12( T) 
= (V1(x p t + T)V2(x2, t»and r ll (T) - (V1(xv t + T) 
V1 (X1 , t). Thus Vis a SP. The distribution func:.­
tion Pn (V1 (xv t1 ), V2(x2, t2)," " ~(xn' tn» dV1 (Xl' 
t1 )·· . d~(~, t

n
) is the probability that the field 

will have value between V1 (xl' t1 ) and V1 (xv t1 ) + 
dV1 (xv t1 ) at Xl' tv between V2 and V2 + dV2 at 
x2 , t2 , etc. 9 

Then (V1 (x v t + T) V1 (Xl' t» is a correlation or;<. 
second-order moment. r 12 (T) = (V1 (xv t + T) v2 
(x2 ' t» is a cross-correlation function or the so­
called mutual coherence function. Only under very 
severe restrictions, however, will r 12( T) be ade-

quate since it implies stationarity of the field­
which is generally nonstationary. (Necessary and 
sufficient. conditions for stationarity of a stochastic 
process under stochastic transformation will be 
discussed elsewhere). Thus 

where w E: n on a probability space becomes simply 
r12(.~1,X2' T)or r 12 (T) if we do have stationarity 
(T = t1 - t2). The Fourier transform of r 12 (T) is 
a spectral density (or power spectrum), and in this 
connection is also called the mutual power spec­
trum. r 12 (t1' t2 ) is simply R12 (tV t2) or correla­
tion for space pOSitions Xl and x2• When Xl = x 2' 
we have Rll (t1' t2) or simply R(tv t2), the time 
correlatiiln function at one position in space, Le., 
(V(x, t1 ) V(x, t2 }) as discussed in Ref. 1 by Adomian. 
For the simple source-free equation 

v2 V(x, t, w) = ~ a: n2(x, t, w)V(x, t, w), 
c at 

for example, we can define the time correlation * 
r(tv t2), or R(tv t2) in Ref. 1, equal to (V(x, t1) V 
(x, t2», or the space correlation r(x v x2) = (V1 (xl' * -. 
t)V2(x2, t», o~ the cross correlation r(i\t l' x2, t 2) 
= (V1(xV t1 )V2(X2, t2 }), where V1 is the field at 
X 1> etc. 

The concept of partial coherence is useful almost 
everywhere where electromagnetic radiation is 
involved, and particularly so in the case of lasers. 
Strictly monochromatic ritdiation is coherent, Le., 
r 12 (T) = 1 (See Ref. 2, p. 47, for a discussion of 
temporal and spatial aspects of coherence). Radia­
tion of finite spectral width cannot be coherent; 
spectral spreading means partial coherence, and 
radiati'on may be incoherent even for very narrow 
spectral width (the so-called quasimonochromatic 
case). We will avoid the usual time approximations 
and see the effect of the medium on the spectra. 

EQUATIONS SATISFmn BY THE MUTUAL 
COHERENCE FUNCTION 

For the simplest wave equation V2 V = (1/ c2 ) (a 2 V/ 
at 2 ),we have r 12(T) = (V1 (t + T)V2 (t». Then, 
operating with the Laplacian with respect to P1 or 
Xl' we have 

Vi r 12(T) = (Vi V1(t + T)V2(t» 

(
a2 V1 (t + T) * ~ = V2 (t) 

C2aT2 

a2 ~ = -- (V1(t + T)(V2(t»· 
C20T2 

Hence vi r 12 (T) = (a2/C2aT2)r12(T) as given by 
Beran, Le., a differential equation satisfied by r 12' 

Similarly, 
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Replacing the ensemble average by the time 
average 

t~ 2~ f-~ ( )dt 

and integrating twice by parts, we obtain 

2 
2 (a V1 (t + r) * ) v2 r 12(r) == 2 2 v 2(t) , 

C at 

where the integrated terms vanish at the limits 
because time derivatives are assumed finite. Also 

2 2 2 2 2 2 a V1 (t + r)/e at = a V1 (t + r)/e or . Thus 
2 222 v2r 12 (r) = (a /e or )r i2(r). Therefore, 

2 0
2 

Vs r 12 (r) = 2"":-2 r 12(r), s= 1,2, 
e or 

and r 12(r) depends of course on X1,X2' r. 

The case of spatially and time varying index of 
refraction n(x, t, w) is much more difficult even for 
a simplified and source-free equation 

2 _ 1 a2 2 _ _ 
V V(x, t, w)~ -2 n (x, t, w) V(x, t, w). 

e 2 at 
If n

2 
is time independent as in Beran'S ground 

glass case, it can be moved ahead of the derivative, 
but, otherwise, we define r 12(t11 t 2) = (V1 (t1)"V 2(t2» 
and consider the Laplacian with respect to Xl of 
the correlation r12. Thus 

v~r 12(t1, t 2) = (v~ V1 (i 11 t1)l~ 2(X2, t2» 
= I_~ il: n 2 (X 11 t1) V1 (Xl' t1)"V 2(X2, t2» 

'\; at1 
2 

= -i -;. (n 2(X 1i t1) Vl1 (Xl' t1) V 2(X 2' t 2». 
e ilt1 

Now, since V is not statistically independent of n, 
the ensemble average on the right is not separable, 
so without unjustifiable assumptions of so-called 
local independence or closure approximations, we 
cannot get a determinate equation governing r 12 
as before. In the time-independent but spatially 
random case (Ref. 2, p. 87) of propagation through 
ground glass, the results are similar. We cannot 
exactly specify the ground glass, and must con­
sider an ensemble of possible glasses to get the 
average results of many experiments (see also the 
atmospheric example in Chap. 4 of Ref. 9. Thus 
in the star twinkling or scintillation problem 11 we 
can only calculate statistical properties of the 
direction and intenSity having chosen a random 
medium with statistical properties corresponding 
to the real atmosphere. Since n is random, we 
cannot specify an exact direction or intenSity at a 
given t. Often one assumes the index does not 
change appreciably with time because of the 

velocity involved., Consequently n = n(x, w) rather 
than n(x, t, w), so it is the same as the ground glass 
problem). The result is 

2 n2(XlJ w) a2r 12 (r) 
v1r 12 (r) = 2 2' 

e or 

i.e., this approach does not lead to a determinate 
equation involving averages of n for r 12(r). This 
is of no use whatsoever. What we want is an 
equation connecting the field correlation to the 
correlation of n, or more generally, to the source 
correlation in terms of a stochastic Green's func­
tion (see Adomian, Refs. 1,9,12,13) involving statis­
tics of n. If no source term is present, we still 
have initial conditions involving randomness. In 
both cases we get a correlation of the field (output) 
in terms of a correlation (of an "input" given ran­
dom quantity such as source or initial conditions) 
with a stochastic Green's function involving statis­
tics of the medium. These correlations-4)r expec­
tations such as (V) -are not obtained by simply 
averaging the stochastic equation. This and the 
nature of the usual closure approximations have 
been thoroughly discussed by Adomian. 14 (If the 
ensemble average involving n 2 for the randomly 
time-varying ~ase could be sep~rated out, we 
would have (n )r12 (r), i.e., r 12 would be the solu­
tion of an averaged equation.) The iteration method 
of Ref. 1 will be extended to solve this Ploblem. 
Thus, e.g., defining r 11 (r) = (V1 (t + r) i\ (t», we 
have 

2 * + V1 (t + r)V 1 V 1 (t» 
1 a2 2 _ _ ,. 

= """"2 -2 (n (x 1> t + r) V(x 11 t + r) V 1 (x 1> t» 
c or 

+ (V1(t+ r) x \ il: n 2(X1>t)V1(X1,t)), 
e ilt 

where the last term is treated as the Ry term of 
Ref. 1 and iterated to the source term. 

GENERAL PROCEDURE15 

The scalar version of (2) with the complication of 
the second term neglected can be written (not 
bothering to write w) 

2 

v
2
y(r, t) - L a(r, t)y(r, t) = x(r, t), 

ilt2 

where a(r, t) = llE(r, t). Let a(r, t);;:. (a) + a(r, t), 
Le., separate a into a deterministic part jJ.E or 
usually IlE, and a randomly fluctuating part a, where 
a is a zero-mean SP. In order to identify jJ.E in 
such a way as to yield familiar Green's functions, 
we write E = EO + Eo where EO is the free-s;,ace 
constant. Then (11 E) = (jJ.Eo) + (jJ.E ) = (l/e J 
+ (IlE .. ) and (a 2/at2)Vi:E + a) = (a2fat2

) (l/e + 
(IlE .. ) + a) = (1/v2)(a 2/at2) + (a 2/at2

)a,where v 
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is the (deterministic) velocity c2
/(1 + c2(/-l€r»' 

The equation is in the same form .cy = x as in 
Ref. 1 with .c = L + R except the operators are 
partial differential oper~tors. L is :pow the d'Alem­
b~rt~n operator 0

2 = V - (1/~, a lat2 
and R = 

a lot. The Green's function L is found from 
the usual one by substituting the velocity v for c to 
take account of the average (€r)' X is not neces­
sarily stochastic but assumed so for generality. 
a is a SP dependent on space and time, Le., a ran­
dom field (Ref. 9). As in Ref. 1, a and x are statis­
tically independent. We take a to be a real SP, 
although no difficulty is encountered in making it 
complex. We will assume that -~ and x are either 
wide-sense stationary (w.s.s.) (Le., stationary to 
order twoHor"reducible to w.s.s. in time" pro­
cesses-to be defined shortly). No assumption is 
made restricting the statistical properties of a 
and x in the spatial variable r except that a and x 
are second-order16 processes--they need not be 
stationary in r. Physical considerations will re­
strict the manner of space variation of the medium, 
e.g., the mean square amplitude of the fluctuation 
of a(r, t, w) may vary with height (as in tropo­
spheric communication problems). [Since we allow 
the processes to be reducible to stationary 1 7 

rather than necessarily stationary, the statistical 
properties of a and of x may vary slowly with 
time; it would, of course, be still more general to 
remove even this restriction and allow nonstation­
ary processes. It appears possible to remove this 
restriction as well since the solution is usually 
nonstationary in any event. The general expres­
sion for R y (t 1> t 2) for the nonstationary case has 
been derived by Adomian (see Papers I and II). 
However, in the interest, of clarity we do not 
attempt to go too far with generality here.] The 
scalar equation used is adequate for sound waves 
in a random medium; for electromagnetic waves 
it would also be desirable to consider changes in 
polarization due to the random medium so that one 
might want to look at the vector wave equation as 
well. If a and x are W.S.S. but not zero means, 
(a) can be included in the deterministic part as 
long as the deterministic Green's function can be 
found; a nonzero mean for the source is handled by 
superposition since we confine ourselves to a linear 
theory. 

A few parenthetical remarks will be made before 
proceeding with the solution. We can solve the 
problem in either time or frequency domain. We 
could use spectral representations, e.g., 

(- ) f-oo iutA (- ) a r, t, w = -00 e r, u, w du, 

(- ) 100 i z t (- ) d x r, t, W = -00 e X r, z, W z, 

Le., integral canonical expressions18, or in 
Stieltjes form 

a = J eiutdAo(u, w), 

x = J eiztdXo(z, w), 

where dAo and dXo are SP's with orthogonal in­
crements. However, for clarity and connection to 
Paper I (Le., Ref. 1), we will consider the time 
domain. 

DETERMINATION OF THE STATISTICAL 
MEASURES OF THE SOLUTION OF THE WAVE 
EQUATION AND THE SPECTRAL SPREADING 

A paraticularly simple and elegant form of the 
stochastic Green's function for the spectral den­
sity (a particular statistical measure) was found 
by Adomian9 using a spectral representation. 
Sibul6 extended this approach (using it to find co­
herence functions for the solution of the wave 
equation) because it conveniently reveals the 
spectral spreading caused by a randomly time 
varying medium.' This spectral broadening effect 
of a randomly fluctuating medium demonstrates 
that the widely used monochromatic assumption is 
neither generally appropriate nor necessary. When 
it exists, the spectral density is an interesting and 
convenient statistical measure (s.m.) and the other 
second-order s.m. 's are easily found from it by 
taking Fourier transforms (e.g., variance,. mutual 
coherence). The procedure is to solve for the 
spectral representation of the solution (integral 
canonical expansion of Pugachev18). We will fur­
ther examine these solutions conSidering the wave 
equation 

V
2
y(r, t, w) - 0: (.; + a(r, t, w ~y(r, t, w) = x(r, t, w), 

at c 'J 
where t E. T represents time, l' E. R 3

, wE. n on a 
probability space (n,5", /-l). The quantities x and a, 
and consequently y, are all stochastic processes 
(random functions of space and time). Assuming 
weak or wide-sense stationarity for a and x, we 
would, for example, write the correlation function 

Rx(T) = (x(r, t, w)!(r, t + T, w» 

for the input x(t). 

Suppose y(r, t, w), or y(r, t), suppressing the w for 
brevity, is representable as a Fourier integral 
with respect to the time variable, i.e., 

yet) = J: Y(f) exp(21Tift)df 

If necessary we can ensure this existence by defin­
ing a new function exp(- ~f2) y(r, t) with ~ suffi­
ciently small so that there is no substantial change 
for finite t but rapid qecrease as t --7 ± QQ. Simil~rly 

a (1', t) = f-':,A (1', u) exp(21Tiut) du, 
(3) 

x(r, t) = j:'XCi, v) exp(21Tiv) dv. 

If a and x are w.s.s. (wide-sense stationary) with 
zero means, their integral expansions are the 
above. (The stationarity requirement will be dis­
cussed further shortly.) The zero means consti­
tute no loss of generality. If (a) is nonzero, the 
mean is included in the deterministic L, and (x), 
if nonzero, can be handled by superposition. 
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The integrals should be written as Stieltjes integ­
rals, e.g., a(r, t) = 1 exp(21Tiut) dAoU', u), but, for 
simplicity, the above integral expressions are 
used with the understanding A and X may be 
generalized functions. 

The scalar wave equation is rewritten as 

(
V2 _ ~ £)y(r, t, w) 

c 2 at2 
2 

= xCr, t, w) + -;. a(r, t, w)y(r, t, w). 
at 

(The operators Land R of Ref. 1 ~re given by the 
d'Alembertian operator and by (a /at 2 )a, respec­
tively.) 

SubstitUting the integral expansions for (} and x, 
multiplying both sides by exp(-21Tist), and integrat­
ing leads to the spectral representation of the 
wavefunction Y(r, s, w).6,9 Thus the first term is 
1 dt exp(-21Tist)V2y(r, t) = 21TV 2Y(r, s), by inter­
changing the integration and v 2 operators. The 
se:f0n~ ter:.m is -(1/ c 2) 1 dt exp(-21Tist) x 
(2 fat )y(r, f), which after integrating by parts19 
yields (81T 3s 2/c 2)Y(r, s). The source term is 
J dt ~Xp(-21Tisf) x(r, f) = 27TX(S). The last term is 
(21T/C:l) If exp(27Tist) ('0 2/0[2) x A(r,u)exp(21Tiut) 
y(r, t) du dt. Integrating by parts yields 
(81T 3 s2 / c2) 1 du A(r, u) J df y(r, f) exp[ - 21Ti (s -
u)f] or (8 1T 3 s2/c2)J du A(r,u)Y(r, s- u). Let k = 
27TS/C to get the spectral representation 

V2 Y(r, s) + k2 Y(r, s) 

= X(r, s) - k2 fO A(r, u)Y(r, s - u) du. 
_00 

The left side is simply the Helmholtz equation for 
the spectral representation (.Jr Fourier integral 
representation) Y(r, s, w). In order for the result 
to be valid, a number of quantities must vanish as 
f -7 ± <Xl. We will see this again in a moment in 
the time domain approach. In general, it cannot 
occur if the forcing function is really w.s.s.; how­
ever, this is a mathematical idealization implying 
activity from f = - <Xl to t = + <Xl, which is 
physically unreasonable. Hence we assert that 
x(r, t, w) is actually reducible to stationary in the 
sense of Pugachev, Le., x is of the form x(f, w) = 
g(f)z(f, w) + !(t), where z is a stationary SP and g 
and! are real and nonrandom time functions. In 
particular, we can take! to be zero and select g 
such that the undesired quantities all vanish as 
t -7 ± <Xl, e.g.,g(t) = exp(- ~t2). Solution of the 
Helmholtz equation is known for a number of 
boundary conditions. For these conditions, L -1 is 
taken as the inverse operator, and F(r, s, w) will 
denote L-1X(r, s, w), i.e., F(r, s) is the solution if 
a = O. We have the integral equation 

Y(r, s, w) = F(r, s, w) - L -lk2 1.: A(r, u, w) 

x Y(r, s - u, w) du. 

Leaving out the variables rand, w for notational 

SimpliCity, we have 

Y(s) = F(s) - L-1k2 1.:A(u)Y(s - u) du 

or finally, with a change of variable which sim­
plifies the iterative solution, we have 

Y(s) = F(s) - L-1k2 1 A(s - u)Y(u) du (4) 

The solution of (4) can be written in the form 

Y(r, s, w) = F(r, s, w) + 1m.r: r (1', r', s, u, w) 

x F(r', u, w) dr' du, 

where the resolvent kernel r(f, f', s, u), omitting 
w, is related to the Fourier representation A of 
the stochastic index of refraction a (t) and the r' 
integration is over the volume of the stochastic 
medium. 

In the time domain, with L -lx = F, we write 
immediately 

Y(f, t, w) = F(r, f, w) + L-1 ~ a (r, t, w)y(r, t, w), 
at 2 

where L -1 is the inverse of the operator V2 -

(1/c 2 )(a 2 /at2 ). Denoting the Green's function by 
G(t, T), 20 the last term is rewritten as .r G(t, T) 
(a 2/at2)a(T)y(T) dT, i.e., the random operator R 

(5) 

is - (a 2 /at 2 )a(t). Mter integrating twice by parts, 
we can write 

y(t) = F(t) + j[a2G(t, T)/aT2]a(T)y(T)dT (6) 

if quantities 

and 
aG(t, T) () ( ) OT aTYT 

vanish as t -7 ± <Xl, which we suppose does happen 
either because of the initial conditions (G and G' 
zero) or because a is reducible to stationary. 

Now in (6) let y(t) = Yo(t) - Y1(t) + Y2(t) - ... , we 
obtain 

Yo = F(t) = L -lX, 

Y2 = ff a2
G(t, T) a

2
G(T, a) a(T)a(a)F(a) dT da, 

aT 2 aa2 

x a(T)a(a)a(y)F(y) da dT dy, 

etc. 
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(or in a less useful operator form we could write 

a2 a2 
y = L-1x - L-1- O'Y + L-1_- O'y -'" 

at 2 0 at 2 1 , 

where 

Yo = L-1X , Y1 = - L-1£ 0' L-1x etc. 
at 2 " 

i.e., each term can be determined from the pre­
ceding term, or y = ~:-o (- TO')n L -lx, where T 1S 
the operator L -la 2 /3t 2). The general term is 

I •.. I a2G(t:T1) a2G(Tv T2) .•• a2G(T,....V Tn) 

aT! aT~ aT~ 

x 0' (T1)0' (T2) •• , 0' (TJF(TJ dT1 •.• dTn, 

with an appropriate minus sign depending on 
whether n is even or odd. 

Clearly the procedure works as in Ref. 1. If we 
find (y), the ensemble averages in each term 
separate into averages involving 0' 's and the 
average of F. For the two-point correlation 
Ry(t1' t2 ), we must consider the term-by-term pro­
duct y(t1)y(t2) before averaging. Again each term 
leads to an average involving products of 0' 's 
(correlations of a in the Gaussian case) and corre­
lation of the input F. Thus there is no difficulty in 
obtaining Ry(tv t2 ). 

However, if the solution is stationary (a very 
special circumstance) and we wish to show the 
spectral spreading, in which case the Simpler 
correlation R y (T) is suffiCient, then the Fourier 
transform of all the terms in the product will be 
needed; hence Sibul perfers to use the spectral 
approach immediately. This author prefers a time 
domain approach valid in the nonstationary case 
i.e., looking at Ry (tv t2 ) or coherence functions.' 

The most direct approach is to use the stochastic 
Green's function (SGF).21 We write 

00 

r(t, T) = ~ (- 1) m Km+1 (t, T), with K1 = K 
m=O 

as before; 

K(t, T) = a2
G(t2 T) O'(T), 
aT 

K 2(t, T) = IK(t, T1)K(Tl' T) dT1 

_ I a2G(t, T1) a2G(Tv T) 
- 2 O'(Tl ) O'(T) dTl' 

aT1 aT2 

K 3(t, T) = IK(t, Tl)K2(TV T) dTv etc. 

The random Green's function h(t, T) = G(t, T) -
Int, a)G(a, T) da can now be written from which we 
determine the SGF,or we can use Eq. (n. 1. 10) to 
write G H(tl' t2 , a10 (2) from r above. For r we 
have 

r(t, T) = K(t, T) - K2(t, T) + K 3(t, T)·· " 

= K(t, T) - IK(t, T1)K(T1' T)dT1 

+ II K(t, T1)K(TV T2)K(T2' T)dT1dT2 - ••• 

= a2G(t, T) O'(T) _ I a2G(f, T1) a2G(T1' r) 

aT2 aTt aT2 

x 0'(T1)0'(T)dT1 + II a
2

G(t, T1) a
2

G(T1' T2) 

aTt aT~ 

a2G(T2' T) 
x 0'(T1)0'(T2)0'(T) dT1dT2 - '" • 

aT2 

Thus we can determine the SGF either for the 
spectral denSity s.m. if it exists, or immediately 
the more general two-point correlation (and mutual 
coherence functions); thus Ry (tv t2 ) = II G H (fl' t2 • 

a~. a~)Rx(a v (2) da 1 da2' where G H is found from 
hU, T), the random Green's function. 1,9 

The first term of G H (which we do not write out) 
shows the results for waves propagating in a 
deterministic medium. The other terms of G 
involving statistics of r show the effects of H 

spectral spreading due to the stochastic medium. 
These are the terms lost by a monochromatic 
assumption. The calculation for a specific case 
presents considerable difficulty but can be made 
knowing the statistics (i.e., s.m.) of 0' (such as 
correlation if a is Gaussian). This problem has 
been considered substantially only by Sibul. 22 

The simplest calculation of the spectral spreading 
should result (if one determines first that station­
arity exists in the solution process or wave­
function-the necessary and sufficient conditions 
will be discussed in another paper) if the spectral 
density is calculated [see Eq. (I. 2. 4)]. From 

where the stochastic Green's function KH is 

00 * 
KH(s'/) == III (h(f, T)h(t + (3, T + a» exp(21Ti!{3) 

_00 

x exp(- 21Tisa) dT d{3 d(J. 

In the more general nonstationary case, we make 
the time domain iterative treatment, and, if we 
assume Gaussian behavior for the index of re­
fraction, we observe that the odd terms vanish in 
the series (terms involving products of odd 
numbers of a's) and the even terms are negative. 
Thus in forming products y(t1)y(t2) for corre­
lations, the contribution of the spectral spreading 
or nonmonochromatic terms of GH (i.e., the last 
three of the four term expression) are all 
positive. 

Our procedure involves no assumption of statistical 
independence of the solution SP .or wavefunction 
and the stochastic index of refraction, and makes 
no closure approximations. 14 
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have not been described, are appropriate to the neutral stable surface waves manifest by an accelerating 
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I. INTRODUCTION that are regular on the closed interval 

We seek solutions to the differential equation -1=sx::ol. (lb) 

d d.,., -(1-x 2 )-- (2 -B x).,., = 0 dx dx 0 
(1a) Such solutions may be compared to the Legendre 

polynomials P n' which under the same restriction, 
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Eq. (1b), are the only bounded solutions of 

d dP -(1-x2 )-+n(n + 1)p == 0 
dx ax 

(2) 

and which correspond to the eigenvalues, n == 0,1, 
2, ... , the positive integers. 

The purpose of this paper is to obtain asymptotic 
estimates of the eigenvalues and the corresponding 
eigenfunctions appropriate to Eq. (1a). The analysis 
is initiated by considering the result of .the JWKB 
approximation. This asymptotic approximation 
displays singular behavior at a turning point near 
x == 0 as well as at two "vortex" points x == ± 1, 
where the differential equation exhibits boundary­
layer behavior. Moreover, when carried to a 
second order of approximation, the JWKB expan­
sion displays another nonuniformity through the 
appearance of a divergent integral. These diffi­
culties are resolved by constructing a composite 
expansion which employs various asymptotic solu­
tions in their respective regions of validity. The 
requirement that these asymptotic representations 
match to a certain order is sufficient to deter­
mine unknown constants in each expansion includ­
ing, in particular, the eigenvalues (Eo}n' 

The procedure for matching the JWKB and vortex 
point solutions is generally referred to as the 
method of matched asymptotic expansions. 1 In 
this case the JWKB approximation corresponds to 
the "outer" expansion, while the approximations 
near the vortex points play the role of "inner" 
expansions. For reasons of consistency as well as 
simplicity, the turning point is treated in like 
fashion. Although other techniques have been out­
lined for higher-order approximations of the 
JWKB type with turning pOints,2 a survey of the 
existing literature 3 reveals that matching to 
higher order has been done only infrequently and 
for simpler problems than the one treated here. 4 

In the case of Eq. (1a) the eigenfunctions corres­
pond to stationary waves of small amplitude on 
the surface of a liquid sphere of unit radius, whose 
center of mass is undergoing constant accelera­
tion. 5 In terms of a system of spherical coor­
dinates, (1, e, cp), with origin fixed at the center of 
mass, the liquid globe accelerates along the polar 
axis e == 0,11, which is an axis of symmetry, 
%cp == O. Points on the surface of the sphere 
corresponding to positive values of the variable 
x == cose are in the direction of motion. The para­
meter Bo' which is real and positive, corresponds 
to the ratio of the gravitational to the surface ten­
sion force and is known as the Bond number. The 
eigenvalues or critical Bond numbers (B),. are 
those for which the corresponding eigenfunctions 
are neutrally stable, that is, neither OSCillate nor 
grow with time. In particular, the lowest critical 
Bond number (B)} is that below which surface 
waves of arbitrary form oscillate with time but do 
not grow. Under this condition the accelerating 
sphere is said to be stable to small disturbances. 

n. THE JWKB APPROXIMATION 

We make the change of variable 

1] == Y/(1 - x 2)1/2 (3) 

in Eq. (1a) and conSider approximate solutions of 
the resulting equation 

d 2 Y (1 2 - E ox) --+ + Y== 0, 
dx2 (1 - x2)2 (1 - x 2) 

(4) 

under the same restriction on the regularity of Y 
on the closed interval-1 :s x :s 1. The JWKB 
approximation is an asymptotic representation, for 
large Eo, of the form 

Y F::; C exp [m;;- (r<PodX + k J <P1 dx 

+ io J <P2dx + " -) l (5) 

We therefore define the small parameter 

E == B;1/3 (6) 

and consider first the approximation appropriate 
to the region -1 < x < 0:. 

Y RoA [(1 - x2)1/4/x1/4] sin[c372iQ(x) 

+ cp + E 3/2ij3(x)], 

where 

i == r-I, 

O!(x) == J;(1 ~ ~2) 1/2 d~, 

f-" 35~4 - 34~2 - 5 
/3(x) == -"032;5/2(1 _ ;2)3/2d~, 

(7a) 

(7b) 

(7c) 

and where Xo is an arbitrary constant, 0 < Xo < 1, 
and cf> is a constant of integration which appears as 
a phase angle in the region under consideration. 
The JWKB approximation for Y, Eq. (7a), is not 
uniform in x because of the singularity in ampli­
tude at x == 0 and the divergence, in the second 
approximation, of /3(x) at x == ±1 [the first JWKB 
approximation to the function 1], Eq. (1a), is Singu­
lar at the vortex points]. We therefore consider 
other approximations valid in the region of the 
turning point, and the vortex point x == -1. In the 
next section we consider the turning point solution, 
which, when matched to the JWKB approximation, 
serves to determine the phase angle cp. 

ill. THE TURNING POINT 

Inspection of Eq. (4) reveals that an approximation 
for large Bo is adequate when x == 0(1), but will offer 
a poor approximation when x is sufficiently small. 
We therefore magnify the region of nonuniformity 
by defining a stretched variable. 

(Sa) 
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in terms of which Eq. (4) becomes 

In the first approximation 

and 
m - l x = X/E, - 3' 

d2 y -y 
d-x-2 = X , 

so that 

y ~eAi(x) = eAi(~) 

(8b) 

(9a) 

(9b) 

(10) 

where Ai is the Airy function. The approximation 
[Eq. (10)] replaces the JWKB approximation in the 
region of nonuniformity,x = O(l),and will be re­
ferred to as an inner solution. 

IV. MATCHING AT THE TURNING POINT 

We now match the asymptotic form of Eq. (10) as 
X -7 -00 with that of Eq. (6) as X-7 O. We define 
the variables 

y=-x, Y=Y/E (11) 

in terms of which the expansion of the inner solu­
tion away from the turning point is 

e E1/4 
GAi(Y) ~ - -- sin(c 3/ 21 y3/2 + !1T 

..f1i y1/4 3 4 

as .y -+ 00. 

Under the change of variable 

~ = -1/, 

(12) 

(13) 

the integral a(x), appearing in the JWKB approxi­
mation, has the form 

a(x) = - i.ky(_1/_)
1/2

d1/ ,.., _ i~y3/2 
1 - 1/2 3 

+ O(y7/2) as y -7 O. (14) 

The integral f3(x) is singular in the limit y -7 0 
and is therefore expanded by adding and subtract­
ing the divergent part first, as follows: 

We now take account of the fact that 

F(1/) ~ - ~ 1/111/2 + O(n3/2) 
64 'r 

as 11 -7 0, to obtain the result 

(3(x) ~ i [~(y-3/2 - K- 3/ 2) - J + O(y1/2)] , 

where 

J = i Xo F(1I)d1/ 

is a convergent integral. The behavior of the 
JWKB approximation near y = 0 is thus 

y(y) ~ ~ _1_ sin{c 3/ 2 j, y 3/2 + cp 
e in/4 y1/4 3 

- E3/ 2:a[(y-3/2 -x~3/2) -J]} as y-7 O. 

(16a) 

(16b) 

(16c) 

(17) 

We proceed formally1 and express both the outer 
expansion, Eq. (7a), and the inner expansion, Eq. _ 
(10), in terms of an intermediate variable,Y = y/JE 
appropriate to the overlap domain. The inner and 
outer expansions are matched to O( E3/2) in the 
limit E -70, Y fixed. This limit requires that the 
inner variable .y = y / E -+ 00, while the outer variable 
y .... O. The formal matching procedure thus re­
quires the equivalence of Eqs. (12) and (17), with 
the results 

and 

'" = .!.! - E3/2 (~1/x3/2 + J) 
't' 46 48 0 • 

V. THE VORTEX POINT APPROXIMATION 

We define a magnified coordinate 

(18a) 

(18b) 

(19) 

where s = x + 1 and in terms of which Eq. (4) be­
comes 

(20) 

Under the changes of variable 

t = (28)1/2 (21) 

and 

y= tp, (22) 

(l5a) the equation for the leading approximation becomes 

where 
I 3511 4 - 341/2 - 5[1 - (1 -1/2)3/2] 
F(1/) = 32.,,512(1 _1/2)3/2 ' (l5b) 

whence 

(3(x) = «fa (y-3/2 - X03/' - Jo"OF(1/)d1/ 

+ J/F(1/)d~. (15c) 

d2p + !. dp + p = 0 
dt2 t dt ' 

with the result 

(23) 

(24) 

where J 0 is the Bessel function of the first kind of 
order zero. 
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We choose to normalize the eigenfunction 1J in 
such a way that 

1J(x = -1) = (- l)n, n = 1,2,3,' .. , (25) 

where the introduction and choice of the index n 
will become clear with the matching of vortex and 
JWKB approximation. Under the above normaliza­
tion we have 

(26) 

The use of the term "vortex point" is meant to 
reflect the physical significance of the boundary 
layer defined by s = 0(1). In that small region the 
drop appears flat, and terms representing the cur­
vature of the sphere do not enter in the first 
approximation, Eq. (23). The resulting solution is 
of the special class of three-dimensional waves 
having cylindrical symmetry. 6 

VI. MATCHING AT THE VORTEX POINT 

We proceed to match the asymptotic behavior of 
the boundary-layer approximation, as s ----) 00, with 
the JWKB approximation as s ----) O. The asymp­
totic behavior of the former approximation is 

where the index n has been shifted from the ampli­
tude to the phase through the relation 

(- l)n sina = sin{a -n1T}, n = 1,2,3, . . . (28) 

Under the change of variable 

(29) 

the integral a(x), appearing in the JWKB approxi­
mation, may be represented as 

a(x) = - iA + i r 1 - U du ( )

1/2 

° 2u -u2 
(30a) 

where 

A = t(_1J_)1/2d1J = ~ r(~):2.r W = 1.198, 
o 1 _1J2 2 r(J 

(30b) 

and with an asymptotic form 

a(x) '" - iA + i.J"2 sl/2 + 0 (s3/2) as s ----) O. (31) 

The integral (3(x) is singular in the limit s ----) O. 
As in Sec. IV, we add and subtract the divergent 
part before expanding, as detailed below: 

.(1,5 1 r5 dU) J3(x) = - z G(u)du - -=-j, -
1-xo 16v'2 1-xou 3/ 2 ' 

(32a) Y'" E3/4(2s)1/4(2/1T)1/2 sin[- E-3/2(2s)1/2 

- t 1T + E3/ 2 (1/8{2 )s-1/2 - nJT], (27) where 

35(u - 1)4 - 34(u - 1)2 - 5 + /2[(1 - u)5/2(2 - u)3/2] 
G(u) = 32u3/ 2 ( 1 _ u)5/2(2 _ u)3/2 ' 

(32b) 

whence 

~(x) = - i(8~[S-1/2 - (1 - xo)-1/2] 

- fo
1
- Xo G(u)du + 1; G(u)du ). 

We take account of the fact that 

G(u) '" _J!L _1_+0(u 1 / 2 ) 
64.J2 u 1/ 2 

as u ----) 0, to obtain the result 

(3(x) '" - i{(1/8.j2) [5- 1 / 2 - (1 - xo)-1I2] 

- M + 0(Sl/2)} , 

where 

j'l-X ) 
M= 0 °G(u du 

is a convergent integral. The behavior of the 
JWKB approximation near 5 = 0 is thus 

(32c) 

(32d) 

(33a) 

(33b) 

y", €1/4(e/..fi) (2S)1/4 sin (C 3/ 2(A -../"2 Sl/2) + q; 

+ €3/2{(1/8v'2)[s-1/2 - (1 - xo)-1/2] - M}). 
(34) 

When Eqs. (27) and (34) are matched, we obtain the 
result 

c = € 1/2.,12 (35a) 

and 

C 3/ 2A + q; - €3/2(1/8{2) [(1 - xO)-1/2 + M] 

+ t 1T - n1T = 0, (35b) 

where q; is given by Eq. (18b). Equation (35b) is 
satisfied only for discrete values of €, which, 
through Eq. (6), determine the eigenvalues (B o)n' 

The equation for the eigenvalues is 

_ (n + !)1T + [(r. + ~)21T2 + 4A Q]1/2)2 
(Bo)n - 2A ' 

n = 1,2,3,"', (36) 

where 

Q = {(1/8v'2) [(1 - xO)-1/2 + M] + ~ x(j3/2 + J}. 
(37) 

It is important to note that Eq. (36) is a second­
order approximation in which the quantity Q, deri­
ving from the retention of the higher-order term 
(3(x) of the JWKB expansion, serves to correct the 
first approximation 

(Bo). = [(n + ~)1T/A ]2, n = 1,2,3, . .. . (38) 
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Furthermore, the nUJIlerical value of Q is negative 
and is of such magnitude that the smallest real 
value of (Bo)n corresponds to n = 1. Thus, the 
second-order correction, in conjunction with the 
definition of Bo as a real number, serves to initi­
alize the index n, which we refer to henceforth as 
the mode number. Finally, it is clear from Eq. (7) 
that the quantity Q is independent of the particular 
choice of xo' 0 < Xo < 1, since a change in its value 
will simply be compensated by an appropriate 
change in the integration constant ¢. [xo is usually 
chosen to -be zero. However, because the integral 
B{x) is singular, such a choice is not possible.] 

VIT. CALCULATION OF THE EIGENVALUES 

The constant Q appearing in Eq. (37) was deter­
mined by choosing, without loss of generality, the 
limit of integration 

1 
Xo = 2" 

and the associated values 

J = fol/2F{T/)dT/ = -1. 898, 

M = j 1/2C(u)du = -1. 690, 
o 

with the result 

Q = -1. 847. 

(39a) 

(39b) 

(39c) 

(40) 

The numerical values of J and M were determined 
by integrating Eq. (39c) once and Eq. (39b) twice, 
by parts. The remaining integrals, whose inte­
grands are finite at the lower limit, were then 
evaluated numerically. 

The eigenvalues corresponding to the first ten 
modes are given in Table I, for both the first and 
second approximations, by Eqs. (38) and (36), 
respectively. Also shown are the results of a 
numerical procedure which is detailed in Ref. 5. 
Because the JWKB approximation is valid for 
large mode numbers, the second approximation 
provides a significant improvement over the first 
approximation to the lowest eigenvalues. 

VIII. THE EIGENFUNCTIONS 

TABLE I. First ten eigenvalues. (Bo) •• 

First Second 
Mode approximation approximation Numerical 
number n Eq.(38) Eq.(36) ref. 5 

1 15.47 12.19 11.22 
2 42.70 39.84 38.36 
3 84.22 81.13 79.45 
4 139.2 136.2 134.4 
5 208.0 204.9 203.0 

6 290.5 287.5 285.6 
7 386.7 383.7 381. 7 
8 496.7 493.8 491. 7 
!i 620.5 617.5 615.4 

10 758.0 755.1 752.9 

and the appropriate boundary-layer approximation 
at x = 1, 

where 10 represents the modified Bessel function 
of the first kind of order zero. The matching ~ 
serves to determine both the amplitude factors a 
and K The first-order approximation to the eigen­
functions in five overlapping regions, extending 
continuously from x = -1 to x = + 1 and shown 

-----------------L-------------------.x 
-I o 

FIG.!. Overlapping regions of the composite approximation. 

0.5r--------.~------,,--------~------~ 

o~~~--~--------~--------+_----~~ 

In order to complete the description of the eigen­
functions, we treat the domain 0 < x < 1, where the '1 

JWKB approximation displays exponential be-
havior 

y ~ a[(l -x 2)1/4/X 1/4] exp{ - [c 3 / 2a(x) 

+ E3!2{3(X)]}, ( 41) 

in a fashion identical to that displayed in the pre­
vious sections. The approximation [Eq. (41)] is 
matched to the turning-point approximation at 
x = 0, 

(42) 

-0.5 H-------~---------+---------_l_---------1 

_I ~ ______ ~ ________ -L ________ ~ ______ ~ 

-I -0.5 o 
X 

0.5 

FIG. 2. First-order composite apprOximation to the·first neu­
tral stable mode. 



                                                                                                                                    

1960 E. Y. H A R PER, I - DEE C HAN G AND G. W. G RUB E 
0.5r---------,--------,r---------r-------~ 

., 

-0.5~--------r_------~r_--------r_----~~ 

_/ L-________ ~ ______ ~~ ________ L_ ______ ~ 

-/ -0.5 o 
x 

0.5 

FIG. 3. First-order composite approximation to the fifth neu­
tral stable mode. 

schematically in Fig. 1, is summarized below: 

( 44) 

exp{-v'B:J;[V(1- ~2)]lf2d~} 
x1i4(1 - x)1./4 

, 

First-order composite approximations to the 
eigenfunctions, constructed by numerically evalu­
ating 1h through 17 5 and joining the resulting 

1 J. D. Cole, Perturbation Methods in Applied Mathematics 
(Blaisdell, Waltham, Mass., 1968). 

2 N.Froman,Arkiv Fysik 32,No.32 (1967). 
3 J. McHugh, "Historical Survey of Ordinary Linear Differen­

tial Equations with Large Parameter,' Arch. Hist. Exact ScL, 
(to be published) (1971). 

0.5 

o 

., 

-0.5 

-( 
-( 

A r 1\ r ~ 
v V 

-0.5 

V 
n-9 
a.,-620.5 

o 
x 

0.5 

FIG. 4. First-order composite approximation to the ninth neu­
tral stable mode. 

curves at arbitrary points in the overlap domains, 
are shown in Figs. 2-4. 

As was mentioned in the Introduction, the eigen­
functions correspond to the amplitudes of small, 
axially symmetric, stationary waves on the sur­
face of an accelerating liquid sphere. These 
waves appear as rings on the hemispherical sur­
face, x = cosO < 0) when the sphere accelerates in 
the direction 0 = O. The development of Eq. (1a) is 
detailed in Ref. 1, where "it is shown that an acce­
lerating liquid sphere is subject to instability on 
the surface x < 0 when the Bond number exceeds 
the lowest critical value (Bah. 
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We present in this paper a uniform technique for the study of differential and difference equations in 
the Hardy-Lebesgue space, i. e" the Hilbert space consisting of analytic functions in the unit disk, 
taking the Schrodinger equation as an example. The approach followed is based on the representation 
of the Hardy-Lebesgue space by means of the unilateral shift operator, and reduces the problem of 
solving the Schrodinger equation to a perturbation problem of non-self-adjoint operators in an abstract 
separable Hilbert space, 

1. INTRODUCTION 

The Hardy-Lebesgue space:JC2 (D) is a Hilbert 
space consisting of analytic functions in the unit 
disk D of the complex plane C, Hilbert 'spaces of 
analytic functions are very suitable for the formu­
lation and solution of many problems in function 
theory.1 They have the advantage that every ele­
ment is represented by exactly one function and 
not by a class of equivalent functions as is done in 
L2 spaces of complex-valued functions. For these 
reasons, papers related to the theory of spaces of 
analytic functions appear quite often. 

On the other hand, problems of physical interest 
lead to differential equations which must be studied 
in a Hilbert space of analytic functions. 2 In par­
ticular, the space3C2 (lL» was used recently as an 
appropriate space for the representation of some 
commutators3 and the construction of interesting 
self-adjoint operators. 4 Another reason which 
suggests the study of differential and difference 
equations in JC2 eo) is that this space contains the 
class of polynomials and is therefore suitable for 
the problem of "polynomial solutions." 

In this article, taking and studying extenSively, as 
an example, the ordinary SchrOdinger-type dif­
ferential equation, we present a uniform technique 
for the study of differential and difference equa­
tions in JC2 eo). The approach we follow is based on 
the representation of the space 3C2~) by means of 
the unilateral shift operator. This representation 
transforms the problem of solving differential and 
difference equations in :J<;('.D) to a perturbation 
problem of the unilateral shift operator. 

The technique is related to the theory of tridiago­
nal operators5 (in particular the theory of oscilla­
tor phase operators6 ) and gives results which are 
not so easily obtained in the classical theory of 
differential and difference equations. 

n. THE REPRESENTATION OF THE HARDY-
LEBESGUE SPACE 

Denote by 3C an abstract separable Hilbert space 
over the complex field C',.by ~('.D) the Hardy­
Lebesgue space, consisting of all analytic functions 
f(z) = L:~la(n)zn-l, 1 z 1 < 1, with the additional 
property L:~l 1 a(n) 12 < 00, by {enK' an orthonor­
mal basis in :te, and by V the unilateral shift opera­
tor V: Ven == en~l' The following statements, 
which we shall use later, are well known5 : 

1. Every value z in the unit disk (I z I < 1) is a 

proper value of the adjoint of V and the set of 
proper elements fz = L::1zn-l en forms a complete 
system in 3e, in the sense that if f is orthogonal to 
fz for every z: i; 1 < 1, thenf = O. 

2. The mapping 

(1) 

is an isomorphism from :JC onto 3C 2 (:D). Thus the 
space :JC 2 (:D) with the scalar product (fl (z), 
f 2(z)hcz (x) = (flJ';;l.)x becomes a se?arable 
Hilbert space with the functions z n 1, n == 1, 2, 
forming a complete orthonormal system corres­
ponding to the basis {eJ 7 in 3C. 

3. If (1) holds, then 

zf(z) = (fz, Vf), (II z) [f(z) - f(O)] = (fz' V*f). (2) 

Proposition 1: If Co is a diagonal operator, de­
fined as 

then 

and 

Z2 d~~~Z) = Uz,{q - 3Co + 21}f), 

where 1 is the identity operator on:re. 

(3a) 

(3b) 

Proof: The operators Co and C~ have a self­
adjoint extension7 in:FC and the elements fz: Iz 1 < 1 
be long 5 to the definition domains :D(Co ) and 
~(C~) of Co and C~. The relation (3b) follows by 
differentiation of the relation 

whi~h is in fact the relation (3a). 

Corollary: The operator z2 d2 1dz2 in :fe2 (".D) cor­
responds to the self-adjoint operator 

A = q - 3Co+ 21 

in 3C. [In general Euler-type differential opera­
tors in 3C2 (".D) are represented by diagonal opera­
tors in :te.] 

1961 
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Proposition 2: Let cp(z) = 6 n':'1 Cn.z n E: :JC (5)). 
Then the multiplication operator 4> on :JC2 (!O), 

4>: <I> (f(z») = cp(z)f(z), fez) ( :JC2~)' 

is represented on :JC by the operator 

00 

cp(V) = 6 cnvn• 
n=l 

Proof: Define the operator ¢( V) on the set 

{en}~ as 
00 00 

¢(V)ek = :6 cnvnek = 6 Cnen+k , k = 1,2, .... 
n=l n=l 

Since 6n";;'1 1 Cn 12 < 00, cp (V) is defined on {en} 7 
and is bounded on every linear combination of ele­
ments of {en}7. Therefore, since it is defined on a 
dense set in X, it can be wliquely extended on all 
elements of :JC. Proposition 2 follows now from 
the first of the relations (2). 

Proposition 3: The equation 

Z2 diz~Z) + ¢(z)f(z) = 0 

has a solution in :JC2~) if and only if the null 
space of the operator 

is not empty. 

(4) 

This follows from Statement 2 because of Propo­
sitions 1 and 2. 

m. THE OPERATOR T 

Theorem 1: The null space of T is not empty. 

Proof: The operator T has a pure point spectrum 
(see the Appendix) and, since it is densely defined, 

Let [¢( V) + A]f = O. 'Since C1 '" 0, the inner pro­
duct by e2 gives (f, e1) = O. Consequently, 

C1 (f, e2) + a(3) (f, e3 ) = 0, 

C1(f,e 3 ) + C2(f,e2 ) + a(4) (f,e 4 ) = 0, 

and with the normalization (f, e2 ) = 1 the terms 
(f, en) for n > 2 can be recursively found, Le., 

(f, e3 ) = -C1 /a(3), 

(f, e4 ) = CVa(3)a(4) - C2 /a(4), 

and so forth. The solution of Eq. (4) is given from 
(1), i.e., 

C1 
fez) = Uz,f) = z - a(3) z2 

( q C 2 ) 2 + a(3)a(4) - a(4) z + .... 

for C1 '" 0, Eq. (4) is of the form 

d2f(z) + (01 + W(Z~ fez) = Ef(z). 
dz 2 Z J (6) 

This according to the above theorems means the 
following. 

Conclusion 1: For a1 '" 0 and W(z) ( 3C2 (:D), 
every value E '" ~ is an eigenvalue of the Eq. (6) in 
the space:JC 2 (!D), and the determination of the 
corresponding eigenfunction in terms of a series 
is straightforward. 

Example 1: Consider the equation 

d~{~Z) + (~ + Cz + b) f(z) = 0, 

a, b, c = real numbers '" 0 

Sp(T) = Sp(T*), (5) The operator in:JCis A + aV + b V2 + C V3. 

where Sp( T) means spectrum of T. The theorem 
follows from the observation that e1 is a proper 
element of T* with proper value zero. 

Theorem 2: In case C1 '" 0, the proper element, 
which corresponds to the proper value zero of the 
operator T, is uniquely determined. 

Proof: The proof is very easy if we observe that 
o for n ~ m 

(V""f, en) = (f, e
n

_
m

) for n> m 

and 
_ J 0 for n ~ 2 

(Af, en) - ta(n) '" 0 for n> 2, 

where a(n) = (n -1) (n - 2), n = 1,2, ...• 

We find recursively the components of the proper 
element, corresponding to the proper value zero 
as follows: 

(Af, e2 ) + a(Vf, e 2 ) = 0, 

i. e., a(j, e1 ) = 0 or (f, e1 ) = 0, 

a(3) (f, e3 ) + a(f, e2 ) = 0, 

or 2(f, e3 ) + a(f, e2 ) = 0 

with the normalization (f, e2 ) = 1. 

We have 

consequently, 
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(f, e 4 ) = a2 /12 - b/6, 

(f, e5 ) = a·b/18 - c/12 - a3/144, a.s.o. 

The proper element f is 

f = e2 - (a/2)e3 + (a2/12 - b/6)e4 + "', 

and the unique in :re2~) solution of the equation is 

f(z) = z - (a/2)z2 + (a2/12 - b/6)z3 + .... 

IV. PERTURBED POTENTIALS OF THE FORM 

l/z
n
, n ~ 2 

Consider the equation 

(7) 

The operator in:re, which corresponds to Eq. (7) in 
~2(:D), is VA + 6~1 CnV n or 

and 

(13) 

(14) 

(15) 

(16) 

For x3 "" 0 it follows from (13) and (14) that x3 = 
-8 and from (15) that x 4 = -16. Thus, it follows 
from the general relation (16) that, for n > 2, xn+l 
"" 0 because a(n) > 2 for n> 3. It is easy to see 
that lim I X 12 I = 00 as n ~ 00. This contradicts the 
assumption that f is an element of:re. Thus x3 = 
0, Le.,! must lie in one of the invariant subspaces 

(8) of the operator (12) spanned by the elements e l , 

e2 , e3 • But this is impossible because of (13) and 
(14). 

and due to V * V = I the null space of the operator 
(8) is not empty if and only if the value - i\ is a 
proper value of the operator 

00 

A + 6 cnv n
-
1

• (9) 
n=2 

Theorem 3: The proper values of the operator 
(9) are included in the discrete set a(n) = (n - 1) 
(n - 2), n = 1, 2, ••• , i.e., 

En~ a(n), n = 1,2,3, .... (10) 

Proof: The assumption that there exists a 
proper value E "" a(n), n = 1,2, .. " with corres­
ponding proper element f leads easily to (f, e l ) 

= (f, e2 ) = ... = 0, Le.,! = O. 

Proposition 4: The equality in the relation (10) 
does not in general hold. 

Proof: Consider the operator 

A+v-ivz (11) 

and assume that a(n), for a fixed n, say n = 3, is a 
proper value of (11). Then, because of the discre­
tenes of the spectrum of the operator (11) and due 
to the relation (5), it must be also a proper value 
of the operator 

A + V* - iV*2 (12) 

Let 1, Xl' X 2 , "', X n , ••• be the components of a 
proper element of (12) corresponding to the pro­
per value a(3) = 2. Then, we must have 

2x2 e 3 + a(4)x3 e 4 + ... + a(n)xn_l en + ... 
+ xle l + x 2 e2 ••• + xi"n+'" 

Proposition 5: There exist special cases for 
which the equality in the relation (10) holds. 

For instance, it is easy to see that if f is a proper 
element of the operator A + 1-1° V * with the proper 
value a(n) then (f, en +l ) = (f, en +2 ) = ... = 0, Le., 
f must lie in the supspace spanned by the elements 
el' e2 , •• " en' On the other hand, it is easy to see 
that for every a(n) the coefficients of an element 
can always be determined such that it is a proper 
element of A + 1-1' V*. Thus the proper values of 
A + 1-1' V are exactly the values a(n) = (n - 1) . 
(n - 2), n = 1,2,3, • ". 

Example 2: Consider the equation 

dYx~) + .\ exp(-k2x)f(x) = Ef(x), 

XE[O, 00]. 
(17) 

If we make the transformation z = exp(-k2x), the 
above equation takes the form 

Z2 dYz~z) + z d~~z) + I-Iz/(z) = E/(Z), (18) 

where E = E/k4, 1-1 = .\/k4, and z E [0,1]. 

Equation (18) due to the relations (2a), (3a), and 
(3b) is equivalent to the operator equation 

(B + w V)j = €j; 

where 

B :Ben = b(n)en , n = 1,2,'" , 
and 

b(n) = n 2 - 2n + 2, n = 1,2, ... 
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Therefore, due to the example in Proposition 5, we 
have 

En = k 4 (n 2 - 2n + 2), n= 1,2, .... 

We observe that, for n > 1, (j, e1) = O. This 
means that 

f(z) = f(x), 
2-0 %-+00 ~ 

i.e., for En =kn(n2- 2n + 2), n = 2,3, ... ,Eq. 
(17) has solutions which satisfy the condition 
f(oo) = 0. 

Consider now the equation 

ZK d
2
f(z) + (f;c zn)f(Z) = 0. 

dz2 n=l n 
(19) 

The operator in:JC which corresponds to Eq. (19) 

the unit disk. Also, in the (B) case the methods of 
classical analysis give easily the result that only 
one solution analytic in the unit disk exists. But 
that the solutions belong to the space 3C2 (:D) is for 
the classical analysis an other problem which is 
very difficult in the cases (C) and (D). 

(II) The study of the inhomogeneous differential 
equations with the free term being an element in 
3C2 (:D) is straightforward. We note that in some 
cases the generalized Green's function can be 
easily constracted. For instance, in Example 2, 
we can take, without loss of generality, 1 fJ.1 < 1. 
Then, because of 

II B-1 II = sup(n 2 - 2n + 2)-1 == 1, 
n 

we have 

in ~(:D) is the following: with 

00 

VK-2A + 6Cn Vn, K> 3, C1 ~ 0. (20) 
n=l 

It is easy to see that the null space of the operator 
(20) is empty. In fact, the assumption that there 
exists a proper element f with proper value zero 
leads to (j,e 1) = (j,e 2) ='" = O,i.e.,! = 0. 

Conclusion 2: The equation 

-- + - + ... +- + W(z) f(z) = Ef(z), d
2
f(z) (an a1 ~ 

dz2 zn Z (21) 

for an ~ 0, n > 2, has no solution in :JC 2 (:D). 

V. CONCLUDJNG REMARKS 

(I) We have studied extensively a peculiar eigen­
value problem for the ordinary Schr5dinger-type 
differential equation (21). 

We require that f(z) = :0:1 cnz
n

-
1 be analytic in 

the unit disk and satisfy the condition I;n~ll Cn 12< 
00, i.e.,!(z) belongs to the Hardy-Lebesgue space 
3C2 (:D)· 

For every W(z) (: :JC 2 (:D) it is shown that: 

(A) For an = 0, n ::" 1, a nonuniquely determined 
solution always exists. 

(B) For a1 ;" 0, an = 0, n > 1, a unique solution in 
:JC 2 (:D) always exists. 

(C) For an ;" 0, n > 2, there is no solution in 
:JC 2 (:D). 

(D) For a2 ;" ° and an :::: ° for n > 2, a solution 
exists only for at most a countable set of real 
values of the parameter a2 • 

It is well known from the classical theory of dif­
ferential equations that Eq. (21) in the (A) case 
has two linearly independent solutions analytic in 

Thus 

00 

= :0 (- l)n(fJ.B-1V)nB-1. 
n=O 

(III) The method which we follow for the study of 
the Schr5dinger equation can be applied for the 
study of differential equations of higher order than 
the second and the study of equations of different 
kind as well. 

For instance, the operator M defined by 

is represented in :JC 2 (:D) by the operator 

B :Bf(z) =f(wz). 

This is convenient for the study of geometrical 
difference equations. We shall examine as an 
example the case of the homogeneous geometrical 
difference equation 

(az + b)f(Wz) = (cz + d)f(z), 1,.,.1< 1. (22) 

The operator equation corresponding to (22) is 

P(aM* - el)f + bM*f = af. (23) 

It is not difficult to see that the operator in Eq. (23) 
is one of the cases which predicts Proposition 5. 
Thus we have 

For a = 0, b = 1, c == 1, Eq. (22) takes the simple 
form 

f(fJ.z) = (d - z)f(z). (24) 
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The iteration method of the classical theory gives 
us the solution which satisfies the condition 
f(O) ~ 0, say f(O) = 1. The solution is given as 
follows: 

00 

f(z) = 1/ II (d - /JkZ), d = /In-1, n = 1,2, .... 
k=l 

Butf(O) = 1 means according to the correspon­
dence (1) that (f, e1 ) = 1. We observe that for 
d = /In-1, where n ~ 2, the iteration method cannot 
give a solution because in that case f(O) = O. We 
thus have solutions of Eq. (22) and (24) which the 
iteration method of the classical theory does not 
give. 

We remark that only for d = b has Eq. (22) a solu­
tion in :JC 2 (!D) satisfying the conditionf(O) = 1. 
This result is also given by the iteration method of 
the classical theory. However, this method can 
hardly justify8 the assumption d = b. 

(IV) Consider the diagonal operators Ai' i = 0, 1, 
... , k, defined as 

i = 1,2, "', k, 

and define the operator T as 

VO = I. 

T represents in 12 (1, oc) a k-order difference 
equation. If ai(n), i = 1,2, ... ,k, are bounded 

(25) 

and ao(n) unbounded, we conclude from the theorem 
in the Appendix that the spectrum of T is discrete. 
Moreover, in a similar way to that in theorem (B), 
we have 

n = 1,2, .... (26) 

If ai(n), i = 0, 1, ... ,k, are bounded and lim ai(n) 
as n -+ OCJ exists and is bounded, T represents a 
POincare-type difference equation. For the point 
spectrum (if it is not empty) we conclude also the 
relation (26). In any case, we localize the point 
spectrum within a discrete set of values. 

APPENDIX: GAP PERTURBATION OF BOUNDED 
OPERATORS 

Theorem: If To is bounded, if A is normal with a 
completely continuous inverse, and if there is a 
gap, in the sense that a circle of radius a ~ II To II 

1 V. P. Khavin, Spaces oj Analytic Functions (Progress in 
Mathematics I)(Plenum, New York, 1968). 

2 S. Schweber, Ann. Phys. (N.Y.) 41,205 (1967). 
3 1. T. Todorov, Derivation and Solution oj an Injinite-Com­

ponent Wave Equation jor the Relativistic Coulomb Problem, 
Lectures presented at the 1969 Battell Seattle Rencontres in 
Mathematics and Physics (preprint of the lnstitute for 
Advanced Study,Princeton,N.J.) (to be published by Springer­
Verlag, Berlin-Heidelberg, New York). 

can be drawn within the set of the regular points 
of A, then To + A has a pure point spectrum. 

In order to prove this theorem, we use the 
following. 

Lemma: If there is a circle R(a) of radius 
a ~ II To II within the resolvent set Rs of the 
operator A, then there exists a complex vector >.. 
such that 

(AI) 

Proof: Since A-1 is normal and completely 
continuous by hypothesis, A has a complete ortho­
normal set of proper elements {en} 00, i.e., 

I 

and 

hence 

II (A + >..I)-1 II = sup I an + A 1-1 = l/inf I an + A I 
and 

II (A + Al)-l To II ~ II To II (inf I an + A 1}-1. 

(AI) holds therefore if 

(A2) 

In fact, the vector A caus-es a translation of the 
spectrum {an} in the complex plane. Thus, if one 
takes the vector OA as A[O is the intersection of 
the coordinate axis and A the center of the circle 
A (a) of radius a], then the points an + A lie on 
peripheries of circles containing the circle A(a), 
i.e., (A2) holds. 

Proof of the theorem: Due to the above lemma, 
we can accept that II A-1 To II < 1 without loss of 
generality, i.e., the operator (To + A)-l = 
(I + A -lTo )-lA -1 exists and is completely con­
tinuous (because A -1 is completely continuous). 
To + A has, therefore, a discrete spectrum in the 
sense that it consists only of isolated proper 
values (see Ref. 9). 

[With respect to the nature of the spectrum of 
cp(V) + A, A can be conSidered, without restriction 
of the generality, as an operator with compact 
resolvent. ] 

4 J. C. Garrison and J. Wong, J. Math. Phys.ll, 2242 (1970). 
5 E. K.lfantis, J. Math. Phys.ll, 3138 (1970). 
6 E. K.lfantis, J. Math. Phys. 12,1021 (1971). 
7 P. C. Deliyannis and E. K.lfantis, J. Math. Phys.l0, 421 (1969). 
8 H. Meschkowski, Dijjerenzengleichungen (Vandenhoeck und 

Reprecht, Gllttingen, 1959), p. 202. 
9 T. Kato, Perturbation Theory jor Linear OPerators (Springer­

Verlag,Berlin,1966),p.187. 
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This paper shows how to use information which can be obtained by use of the Todd Coxeter algorithm and 
related techniques, to reduce a group representation. The method reduces a representation of g given a 
reduction for a subgroup:Je of finite index in ~. If the character table for 9 is given, only rational alge­
braic processes and square roots are used. If the character table for 9 is not known it can be found by 
solution of eigenvalue equations, using the class sums, which are obtained in the course of the calculation 
without scanning the whole group. 

INTRODUCTION 

Previous papers in this series which will be called 
I - IV have made extensive use of solutions of the 
eigenvalue problem to extract idempotents from 
the commutator algebra. 1- 4 

This is objectionable because the eigenvalue cal­
culation is essentially numerical and approximate. 
Recent work on the study of abstract groups using 
presentations 5 has shown that it is possible to 
obtain extensive information about the group from 
knowledge of the generators and defining rela­
tions6•7 ; this paper uses such knowledge in the re­
duction. 

Here we shall assume that we are given an abstract 
group S which has a subgroup:JC, that it is desired 
to reduce a representation of S which is already 
reduced w.r.t.:re, that the index of:JC in 9 is finite, 
that finite sets of generators for JC and 9 are given, 
that character tables for both groups are known, 8-10 

that one element from each class of 9 is known 
(the last two restrictions may be relaxed at the 
expense of additional work) and that the expansion 
of 9 in cosets w. r . t. :re is known. 

This may seem to be a great deal to ask for, but 
with the exception of the reduction w.r, t. :re it is 
accessible by modern methods for study of finite 
groups. The reduction w.r. t. :JC is achieved by 
starting with a cyclic subgroup of JC which can be 
reduced easily and proceeding inductively along a 
chain of subgroups, using the methods of this 
paper. 

PRELIMINARIES 

We shall need some preliminary results. 

Lemma 1: Let 9 be expanded in cosets w.r.t. 
:re as 

9 = :JeR 1 U :JeR2 U ••• U :JCRm 
with 

R1 = E. 

If ex commutes with every element of JC, then Cg 
defined by 

commutes with every element of g. 
Proof: Since CJCcommutes with X, 

Therefore, 

Cx = i ~ Ir1Cx H, 
Hmx 

where h is the order of :Ie. 

Substituting in (2), we have 

Cg = -.!...h f; ~ Ri1H-1CxHRi' 
m. i=1 HlllX 

Because of (1), Eq. (5) shows that 

C =!. ~ C-1C G 
g g Ging x' 

which commutes with every elemel1t of C. 

(4) 

(5) 

(6) 

Lemma 2: If Sa is an element of the class (J of 
g and 

then 

C = 1. ~ R:-1CO"l1. 
m. i=1 t X'-' 

is a class average over the class a in g. 
Proof: Essentially the same as the proof of 

Lemma 1. 

(8) 

Lemma 3: If E a: is the projection operator for 
the representation r a of:re in the reduction of the 
irreducible (w.r.t. g) representation r 6 of 9 w.r.t. 
the subgroup JC of g, then 

(9) 

is equal to 

(d a.ld 6)E B' (10) 

where E 6 is the projection operator for the irre­
ducible representation r 8 of 9 which contains the 
given representation r a of the subgroup X of g. 

Proof: Let S 8 be the space that affords r 8 and 
contains r a' Since R i.is in 9 and E ct leaves a sub­
space of S8 invariant,R'?Eo:R; leaves Ri1So:, 

which is a subspace of 58' invariant. Therefore, 
each of the m terms in (9) leaves S6 invariant, and 
so Cleaves 56 invariant. 

But C commutes with every element of g and S B is 
irreducible w.r.t g, so that 

1966 
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(ll) is preferable. 13. 14'Our conceptually simple 
method is as follows. 

taking traces, we see that 

where d a and dB are the dimensions of r a and r B' 

Corollary: Let the spaces S(a,p) and S(a,P') be 
irreducible w.r.t3C, and let epp' be the mapping 
from S(a,p') to S(a,p). If S(a,p) and S(a,p') 
afford the same representation of:JC and not mere­
ly equivalent representations, then e p p' is repre­
sented by a unit subm4trix in the a,p; ap' position 
and zeros everywhere else. 

Let S({3, q), S({3, q'), and e~q' be defined analogously 
for g. 
Then, if S(a,p) C S({3,q) and S(a,p') C S{{3q'), 

(13) 

Proof: The rhs of (13) maps S({3, q') onto S«(3, q) 
and by Schur's lemma must be square and non­
singular. If r B has the same representation in 
s(fl, q) and S«(3, q'), then e B q , is the dB x dB unit 
submatrix. Note that if S{a, p) and S(a, p') belong 
with inequivalent representations r Band rj3' of 5, 
then the rhs of (13) must be zero. 

Lemma 4: If an element T of the group is of 
order n, i.e., Tn = E and it has a spectral decom­
position 

T = ~wY£y, where w = exp(21Ti/n) , (14) 
then 

Ey = 1. t w-kYTk. (15) 
n k=1 

Proof: From the orthogonality of the characters 
for the cyclic group of order n. 

Lemma 5: If S1 is the space projected by the 
projection operator £1 and S2 is projected by £2' 
then the intersection S12 of S1 and S2 has a basis 
consisting of the eigenvectors of £1 £2 with eigen­
value unity. 

Proof: Vectors in S12 are obviously Eiimultaneous 
eigenvectors of £1 and E2. All vectors x which 
obey £ 1 £~ = X are simultaneous eigenvectors of 
£ 1 and £2 because if 

£ ~ = y and E 1Y = Ax, (16) 

then, since luI < Ixl unless EX = x, we have 
,\ < 1 unless y =X. 

The equation £ 1 £ 2x = x may be solved by a wide 
variety of rational methods,11.12 which are des­
cribed in detail in the references given. For the 
sake of completeness the following solution for x 
is given, which depends only on rational operations. 
There are better methods for numerical work, how­
ever, such as inverse iteration. For symbolic cal­
culations the two-step integer-preserving process 

If £1£2x = x, then (£ E2 - l)x = O. Then nonsingu­
lar matrices P and ~ may be found such that 

E1£2 - 1 = p[~y ~JQ, (17) 

where ly is the r x r unit submatrix and r is the 
rank of (£ 1 £ 2 - 1). The solutions x are the 
columns of X where 

(18) 

in which In_ y is the (n - r) x (n - r) unit sub­
matrix. 

THE CLASS SUMS IN 9 
The next step in the calculation is to calculate the 
class sums in g, because these can be used to 
construct a projection operator £ B which selects 
the space S B containing all the occurrences of the 
irreducible representation r B of g. This is useful 
for three reasons: 
(i) Sa is the smallest space containing r B which 
is invariant w.r.t. 9 and its commutator algebra 
e (9). Thus it is the smallest version of the pro­
blem in microcosm. 
(ii) If Sa is of dimension n, because of (1) the pro­
blem can be done by using n x n matrices, which 
may be considerably smaller than those operating 
in the whole space. Since the storage requirements 
are O(n2 ) and running time is O(n3 ) for most 
linear algebra calculations, this allows substantial 
savings in computer resources used. 
(iii) If the character table for 9 is not known, it 
may be found from the class sumS. 8 - 10 

Let Srr be an element of 9 belonging to the class 
u. Let 

C~ = 1. ~ H- 1Sc/l. h Hmx 

By Lemma 2, 

is a class average in g. 

(19) 

(20) 

It is not necessary to perform the sum over X in 
order to obtnin C~. The alternative is the follow­
ing: 

Since C~,iS an element of ex, we have 

Crr _ " ,aae a 
x- L..Jl\pq pq' 

apq 

where 
A a<> = _1_ L; Tr(H-1SaHe a ) 

pq dah HinX qp 

because 
a at a 

epqe yS = °aa,Oqye pS 

(21) 

(22) 

(23) 
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and 
Tr(e;p) = da.' 

Since e ~ p is in ex' 

A <1 a. = _1_ ~ Tr (IrIs p a. X) 
pq da.h H inx (J q P 

= 1- Tr (So'!:p)' 
da. 

(24) 

(25) 

(26) 

Thus Eqs. (16) and ~22) offer two alternatives for 
calculation of the Ap;. The optimal choice depends 
on the order h of the group X and the number of 
"units" e ;q. 
Note that if S<1 is in X, 

<1 a. Xg. 
Apq 0;=- 6pq• (27) 

da. 

Having found the coefficients A ~: for C
er

, we may 
perform the mapping from exto e sby Eq. (6). 
Using the results of Lemma 1, we have 

(28) 

Since at this stage we do not know a basis in which 
a space S(a,p) belongs to a given space S({3,q), we 
cannot use Lemma 3. However, the f;q may be ex­
panded in terms of the e ;q' because egC ex' We 
have 

cp(a,p, q; a',p',q') 

__ 1_"" (-la a') 
- L.J Tr R; e pqR;eq,p, 

mda.' ;=1 

so that C~ may be written 

where 

era. "" 1 a' 1 ~ 
f..L pq == L.J - Tr(So-e s ''''') - LI 

air's' d a m i=:l 

THE PROJECTION OPERATOR FOR S8 

(30) 

(31) 

(33) 

Having found the coefficients in the expansion (32) 
for C <J' we note that the eigenvalue of C er in r B is 
x!/d B, where dB is the dimension of re' There­
fore, 

Co- == 6 (x!/d 8)£ B • (34) 
B 

If the X~ are known, Eq. (34) can be inverted to 
give 

£e 0;= (de/g)~X!CcIlo-' (35) 
cr 

where ncr is the number of elements in (T of g. 
If the x~ are not known, they can be found from the 
structure constants for the class algebra by solu­
tion of eigenvalue problems analogously to the 
methods of Papers m and IV. This matter is also 
discussed in Refs. 8-10. 

The projection operator £ B differs from the £ B of 
Lemma 3 in that it selects all the n B occurrences 
of r B in the representation, not just one. 

Our next task is to study the eigenvectors of £ B' 

Write 

We need eigenvectors of £ B having eigenvalue 
unity. Let 

where 

(36) 

(37) 

(38) 

a a' a ( ) 
£ 8 £ Il == 6 a. a.' £ Il . 39 

by the usual argument about mutually exclusive 
idempotents, and so we may start with the most 
convenient E ~ in a search for bases suitable to 
Lemma 3. 

If the reduction of r B w.r. t. 3C is 

ra == ~aaa.r a 

and S8 contains ra n a times, then the subspace 

(40) 

S~ projected by £ ~ contains r a all a nil times. Let 
the coefficients A;q in E; form a Pm&x(a) X Pmax(a) 
matrix A ex, where Pmax(a) is the number of times 
r a. appears in the whole space. Since 

The matrix A ex is isomorphic to E~ so that (A
a

)2 == 
A a. This implies that the columns of A ex are 
eigenvectors of A a belonging to eigenvalue unity, 
and if they are orthonormalized, together with 
their orthogonal complement, they define a matrix 
U

a such that 

Uaf~aUa-l== [~g], (42) 

where 1 is the all a. n B x a Ba n B unit matrix. 

The matrix Ua defines an element Va of e , 
JC 

a-"" a. a V - L.J upqe pq' 
pq 

(43) 

whose first as an S d a rows give a basis x(a,p, i) 
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related to the old basis x' (a, p', i) by 

x(o',p, i) = 6u;p'x'(O',p', i) 
pI 

which displays the reduction of S8 w.r.t. :reo 

(44) 

If an a exists for which a 8 ?-. = 1,15 then the cor­
responding n 8 spaces S(o', p), P = 1 ... n, each 
belong to a different s(f3, q). Each one of them 
satisfies the condition for Lemma 3, and a cor­
responding e ~q may be generated by the algorithm 
given therein. The e: q are primitive idempotents 
for the n 8 irreducible components S({J, q), q = 
1 ... nB, of the space S8' Similarly, if e%p' maps 
S(o',p') onto S(o',p) it generates an ~q', which 
may be used in the style of Papers ill and IV to 
ensure the same representation in each S{fJ, q). 

If there is no aaa = 1 belonging to Sa' then more 
work must be done. The trouble arises because 
there is some mapping in eJ{J but not in e gJ which 
must be applied to the x(o',p, i) of Eq. (44) to give 
spaces S(o', p") which belong to unique S(f3, q) 
instead of having vectors which are sums over 
q values. 

The solution to this problem is somewhat lengthy 
but simple in essence. It depends on the fact that 
a set of orthogonal vectors which span an irreduc­
ible representation of e g in Sa belong each to a 
different tJ value in the spaces S({3, q). Thus our 
\,roblem may be solved by reducing the representa­
tion of egin Sf, to find a set of first vectors for the 
spaces S({3, q). The reduction is done in the spirit 
of III and IV by studying the commutator algebra 
of eg, i.e., the group algebra U(g) of~. Because 
S is a group, the results of Lemmas 4" and 5 allow 
us to avoid the eigenvalue calculations which dis­
figure III and IV. 

Consider an element C of ego SI3 is invariant w.r.t. 
C because C cannot map between inequivalent 
irreducible representations of g. 
The space of S cP) spanned by all the Pmax(o') first 
vectors of rain the whole space is invariant w.r.t. 
e3C and so a fortiori w.r .t.~. The intersection 
S~(l) of Sa and S,P) is thus also invariant w.r.t. 
ego It is spanned by the nBaBa vectors x(o',p, 1), 
p = 1 . .• aaan a' of Eq. (44). It contains the n a x n B 
matrix algebra irreducible representation of 
<39 a 13 ex times. 

The last step in the reduction which divides 5 ~(1) 
into its irreducible components w.r.t. e must be 
done by appeal to g. 
Let R be an element of 9 not in X, preferably a 
generator, with spectral decomposition 

R= 6PE 
P P 

( 45) 

Since CR = RC, the spaces projected by the E pare 
invariant w.r.t.Cg. Calculate the Epby the method 
of Lemma 4. Let 5 p be the space projected by E p. 

Choose 5p so that the intersection 5' of 5 p and 

5e(1) is neither null nor ~(1). Then S' affords a 
step in the reduction of S8\1) w.r.t. ego If 5' has 
dimension> n 8' then continue, using another gen­
erator of g. If the generators are not known, then 
the coset multipliers Ri may be used. The reduc­
tion must terminate when the generators or the 
Ri are exhausted, if not before. 

Once S' with dimension n 13 has been found, an 
orthogonal basis in 5' may be constructed. Call 
the basis x(a, p, 1), P = 1 •.. n. Because 5 f affords 
the n B x nB irreducible matrix representation of 
e,g., these x (a, p, 1) are suitable first vectors for 
the n B -occurrences of r a in 513' and also suitable 
first vectors for n B representations r ex of :J\:, each 
one entirely in the corresponding r B' 

Let 

then Ej~'p(l) maps vectors in S(a, p) onto other 
vectors in 5(0',P) so that 

(47) 

is eU, in the new basis. It may be expanded in 
terms in th€ epq in the old basis, which we shall 
label e~'q" by 

e pp = 6lJ;(a, p, p; a, P', q')epfq" 

where 

(48) 

which may be calculated in terms of the mapping 
from the old x(a, P', i) onto the new x(O',p, i). 

Once e pp has been constructed, Lemma 2 gives 
the e~p at once. Similar construction of 

Epp,(l) = x(a, p, 1)x t( 0', P', 1), (51) 

which couples vectors in 5({3p) and S({5p f
), gives the 

off-diagonal units for e g by the corollary to Lem­
ma 2. 

Construction of a basis in which all n~ units e pq 
are represented by dl3 x dB unit submatrices pro­
ceeds, just as in Papers TIl and IV of this series, 
by transforming the bases for each S({3, q), 
q = 2 ... n(3, to make the off-diagonal e pq multi­
ples of the unit submatrix. 

POSSIBLE APPLICATIONS IN PHYSICS 

The work reported in this papeT is part of the 
development of tools necessary for a molecular 
analogue of the Racah shell model theory, which 
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has been so successful in dealing with spherical 
systems. 

Many of the details of the theory are not yet clear, 
because it is a significant problem to replace the 
infinitesimal generator techniques used in calcula­
tion of Racah coefficients with an appropriate mix 
of Lie group and finite group methods to deal with 
the subgroup chain from SU(n) to the molecular 
symmetry group. Some of the possible techniques 
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We generalize a three-dimensional Fourier transform method presented previously, to solve various 
forms of the linearized transport equation in planar geometry. Infinite-space prOblems are in general 
easily treated by our procedures. Half-space problems may also be solved analytically in, at least, the 
following cases: (i) separable scattering kernel (arbitrary particle speed); (ii) one-speed, anistropic 
scattering with rotation-invariant kernel; (iii) one-dimensional energy-dependent kernel of Kac; (iv) 
multigroup transport with down scattering only. The general importance of recursion relations to prob­
lems with nonseparable kernels is emphasized. A comparison is made between our methOds and the 
two-dimensional singular eigenfunction approach, and a criterion is presented for the analytic solubility 
of any problem of the general form considered. 

1. INTRODUCTION 

We are concerned with the analytical solution of 
boundary value problems involving the linearized 
transport equation 

(1 + :t +V.V)l/I(X,T,t)= cjd3V'j(v,V')l/I(x,v',t) 

+ q(x, v, t), x ( 1/. (1. 1) 

Here l/I, the phase-space density, is to be deter­
mined in some region V of x space with boundary 
S, gi ven the boundary data 

l/I(;K, v, t) = l/Is(;K,v, t), x (S, v inwards. (1. 2) 

The scattering kernel! and source function q are, 
like Itts, presumed to be given. 

It is well known that the one-dimensional, time­
independent, one-speed version of Eq. (1.1), with a 
variety of kernels j, may readily be solved by the 
"singular eigenfunction" technique. 1 There have 
recently appeared in the literature several for­
mulations which extend this technique to a wider 
class of problems. Kaper ,2 for example, allows 
the one-speed angular density ltt(x,D) to vary in 
the transverse direction. (By "transverse," we 
mean perpendicular to the normal of the bounding 
surface. These directions are well defined since 
the methods under discussion are limited in ap­
plicability to problems in which the boundary de-
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variety of kernels j, may readily be solved by the 
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the methods under discussion are limited in ap­
plicability to problems in which the boundary de-
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pends upon only one spatial variable, e.g., half­
space and slab problems.) Similarly, Klinc and 
Kuscer3 follow Kaper but, in addition, allow for 
(exponential) time variation of 1/1. Finally, Cer­
cignani4 presented a one-dimensional formulation 
which, because it uses an energy-dependent scat­
tering kernel, involves similar techniques. 

Common to the analyses of these and other5 

authors (which analyses, it may be remarked, con­
sider only separable scattering kernels), is the 
apparent need for a fairly high level of mathemati­
cal sophistication. In particular, the various ex­
tensions of the one-dimensional singular eigen­
function technique typically involve complex singu­
lar eigenfunctions, defined on a certain two-dimen­
sional region G of the complex plane. In order, 
firstly, to prove the various completeness and 
orthogonality properties of these eigenfunctions, 
and secondly, to reduce final "answers" to more 
tractable form; it is found necessary to invoke the 
theory of generalized analytiC functions. 6 

In previous discussion 7 of the work of Kaper, 
hereafter referred to as I, we argued that the two­
dimensional eigenfunction procedure is unneces­
sarily complicated. Specifically, we showed that 
a comparatively very simple Fourier transform 
procedure yields the solution to any boundary value 
problem of the form which Kaper considers. The 
method expounded in I inherently requires no com­
pleteness or orthogonality proofs; it entirely avoids 
the mathematical complexity of generalized 
analytic functions; and, most Significantly, it pro­
vides, directly, solutions in the form of contour 
integrals. These solutions were shown to be equi­
valent to, but much more easily evaluated than, 
the two-dimensional integrals which Kaper's 
method yields. 

The discussion in I, like the work of Kaper, was 
restricted to the time-independent, one-speed 
version of Eq. (1.1), with isotropiC scattering 
(f = const). The purpose of the present study is 
to determine the degree to which these restric­
tions may be relaxed. 

Our conclusions may be stated here. We shall 
find, first of all, that whenever f has the separable 
form 

f(v, v') = f o (v)g(v') , (1. 3) 

it is almost trivial to extend the Fourier trans­
form method to include exponential time dependence 
and arbitrary particle speed. Thus, our contention 
that the use of generalized analytic functions is 
uncalled for in linear transport theory seems as 
applicable to the work of Klinc and Kuscer, and 
of Cercignani, as it was to that of Kaper. 

Secondly, we examine the extension of the Fourier 
transform technique to nonseparable kernels. 
Our attention is restricted to kernels which may 
be represented in the form 

f(v, v') = g(v') 6fnr{Jn(v)cp,i(v') , 
n 

(1.4) 

where the fn are constants, the asterisk denotes 
complex conjugation, and the sum may include a 
finite or infinite number of terms. In this case we 
shall find that an explicit prescription for the 
solution of Eq. (1.1) may be given, in general, only 
when the region V includes all space; the half­
spac-e or slab problem with anisotropiC scattering 
is not generally amenable to analytic solution. 
Such a prescription can be given, however, if ap­
propriate linear combinations <Pm of the functions 
CPn satisfy a three-term recursion relation of the 
form 

where vk is the component of v parallel to the 
transform-variable vector k. The requirement 
(1. 5) will be seen to hold for a variety of scat­
tering kernels. In particular, for anyone-speed 
problem in which 

f«(1,(1') =f«(1'(1'), (1 == v/ivi, (1.6) 

Eq. (1. 5) merely expresses the well-known recur­
sion formula for Legendre polynomials. 

We may remark that equations analogous to Eq. 
(1. 5) , but expressed in terms of the variables ~ 
and ~' of two-dimensional singular eigenfunction 
theory, will be (if they exist at all) extremely un­
wieldy. Indeed, even the degenerate kernel g(~) 
of Ref. 2 is quite complicated, Que to the appearance 
of the Jacobian of the transformation (1 --7 ~; a 
theory of orthogonal functions for the two-dimen­
sional region G, which corresponds to the Legen­
dre theory for the line (- 1,1), is entirely lacking. 
Hence, consideration of anisotropiC scattering 
provides yet another reason for not using the 
variable ~ and the singular eigenfunctions asso­
ciated with it. 

To summarize, we hope to demonstrate the follow­
ing: (i) that the use of Fourier transforms gives 
in general a simpler and more direct procedure 
for solving Eqs. (1. 1) and (1. 2), than does the use 
of two-dimensional singular eigenfunctions; (ii) 
that the general problem with anisotropic scatter­
ing is analytically soluble, in most cases (an excep­
tion is considered in Sec. 5), only if the kernel 
may be separated in terms of functions to which 
three-term recursion relations of the form (1. 5) 
apply. 

A Fourier transform formulation of the general 
problem defined by Eqs. (1. 1), (1.2), and (1.4) 
is presented in Sec.2. In Secs. 3 and 4 we treat 
special cases of Eq. (1. 4) for which finite boun­
dary problems are analytically soluble. Finally, 
we consider in Sec. 5 a problem (involving a kernel 
due to Kac) for the analytical solution of which 
the Fourier transform procedure yields no pre­
scription. It is verified that in this case, and in 
any other case which lacks appropriate recursion 
relations, the singular eigenfunction approach is 
also unavailing; thus the above- stated necessity of 
such relations is confirmed. 
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2. GENERAL FORMULATION 

We study in this section the general equations (1. 1} 
and (1. 2), assuming only that the scattering kernel 
f may be expanded in the manner of Eq. (1. 4). The 
formulation presented here generalizes that of I 
in a fairly obvious way, and therefore some of the 
details will be omitted. 

We confine our attention to the temporal Fourier 
transform of the density 

-(x ) (00 1/1 ,v,w = Jo dte-iwtl/l(x,v,t). 

The w dependence will be left implicit below. 
According to Eqs. (1.1) and (1. 2), 

(1 + iw + voV)$ = cJd3v'f(v, v')$(x,v') 

+q(x,v), xE: V, 

(2.1) 

(2.2) 

1f.'exs,v) =l/IsCxs,v), XSE:S, v inwards. (2.3) 

In Eq. (2. 2),q represents, of course, the sum of 
any source which may be present and the initial 
value contribution -I/I(t = 0); it remains a given 
quantity. The collisionless Green's function 

ii/(k, v) 
cPy(k, v) + ti(k, v) v 

1 + iw - k'v + 1 + iw -z"k°v 

(2.10) 

We recall here that in the case of isotropic scat­
tering, 7 Py is independent of v, so that the velocity 
average of Eq. (2.10) provides a simple relation 
between P andp y; for planar geometries py may 
be determi~ed from this relation and, with Eq. 
(2. 10) for 1/1, our problem is solved. In the present 
case of anisotropic scattering, Eq. (1. 4) provides 
the expansion 

(2.11) 

where 

Pn(k) ;= Jd3Vg(v)CPn*(v)1ii(k, v). (2.12) 

Now Eq. (2. 10) yields an algebraic system of rela­
tions between pn and P'tr, where the latter quantity, 
defined by the convention of Eq. (2. 5), may be 
written as 

(2.13) 

with 
1 ( e"ik.(x-x') 

G(x - x', v) ;= (21T)3 Jd
3
k 1 + iw + fk'v (2. 4) ~ y(k) ;= (21T)- 3 J y d3xe ik•x• (2.14) 

allows us to write the system (2.2) and (2.3) in 
terms of the integral equation 

1/1 (x , v) = Jyd3x /G(x' - x, v)[cP(x', v) + q(x/, v) J 
+ vo Jizd2xSG(xs - x, v)$s(xs' v). (2.5) 

Here we have introduced the abbreviation 

Explicitly, upon multiplying Eq. (2.10) by gcp: and 
integrating over v, we obtain 

m 

Here Bn is the known contribution from the initial 
conditions, boundary data, and sources: 

Bn(k) ;= Jd3vg(v)cp:(v)(1 + iw - ikov)-l 

p(x, v) ;= Jd3v'f(v, v')$(x, v'), (2.6) x (q(k, v) + V' Jsnd2xseik.xsl/Is(xs, v», (2.16) 

and n denotes the inward normal to the region V, 
which region is at this point completely arbitrary. 
In writing the known function '$s in the last term 
of Eq. (2. 5), we have used the fact that 

G(xs -x,v) = 0, x E: V, von < O. (2.7) 

This r~lation can be seen to follow from Eq. (2.4), 
provided we assume, as is consistent with Eq. (2. 1), 
that Im(w) .,;;: O. 

We now,as usual,presume Eq. (2. 5) to hold,not 
only for x E: V, but in all space (thus extending the 
domain of definition of if), and take its three-dimen­
sional Fourier transform. With the convention 

(2 •. 8) 

and the definition 

(2.9) 

we obtain in this way 

and Anm denotes the matrix dispersion function 

We see from Eq. (2.13) that Eq. (2. 15) represents 
a (possibly infinite) set of coupled integral equa­
tions for the pn(k). If these equations can be 
solved, then jj (and hence iy) is Jrnown from Eq. 
(2.11), and Eq. (2. 10) provides tJ;. The question 
therefore ls, under what circumstances can we. 
determine the pn from Eq. (2. 15)? 

One situation in which Eq. (2.15) is immediately 
soluble (in theory!) is clear: when the region V 
includes all space. Then ~y(k) = li(k) and the equa­
tion reduces to 

(2.18) 
m 

Thus, in the (translation-invariant) infinite-space 
case, our basic problem reduces, unsurprisingly, 
to the purely algebraic task of inverting the matrix 
Anm; we need only require 
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det I Anm I ~ 0, for k real. (2.19) 3. SEPARABLE SCATTERING KERNELS 

(We should note that this requirement can be re­
laxed, as in fact it must be for regenerative, 
c > 1, transport. The technical modifications 
needed to treat the c > 1 case may be found, for 
example, in Refs. 1 and 8.) 

In considering more complicated geometries, we 
confine our attention to the simplest nontrivial 
case: half-space problems. In the next section we 
will show that when the scattering kernel sepa­
rates as in Eq. (1. 3), these problems can be solved, 
provided only that the dispersion function A is 
decomposable into factors each of which is analy­
tic in an appropriate region of the kon plane. 
Clearly, in the more general case considered 
here, a matrix factorization of A would be re­
quired. That is, one would need ~atrices A .. nm 
and A-nm' each of whose elements are analytiC in 
the appropriate half-plane of the complex variable 
k on, and such that 

Anm = 6A .. nk(A:l)kmo (2.20) 
k 

While the existence of matrices A .. of this form 
has been studied,9 a prescription for their con­
struction is entirely lacking, and Eq. (2.20) may 
not be presumed to solve Eq. (2.15). 

We might remark here that one could imagine par­
ticular properties of the Anm which would allow 
immediate solution of Eq. (2.15). For example, 
if each element Anm of the nth row has the same 
cuts in the complex k on plane, and if the ratio of 
boundary values A~m/ A;;m across each cut is inde­
pendent of the column index m, then Eq. (2.15) 
may be solved by the procedure of I. Alternatively, 
if the matrix T mn (k), corresponding to the trans­
formation which brings Anm into Jordan canonical 
form, were to be a rational function of kon, then 
again Eq. (2.15) could be solved by conventional 
procedures. There is, in fact,one case of some 
importance in which Anm is (effectively) in Jordan 
canonical form from the start; this case will be 
discussed in Sec. 5. However, examination of Eq. 
(2.17) reveals that such properties as these for 
Anm are quite exceptional. 

We conclude that the matrix equation (2.15) is not 
in general amenable to analytic solution. There is, 
nonetheless, one class of scattering kernels, in 
addition to the separable case of Eq. (1.3), which 
are not exceptional, and for which Eq. (2.15) may 
be solved: kernels characterized by the existence 
of recursion relations of the form (1. 5). Kernels 
of this form will be considered in Secs. 4 and 
5, where the explicit solutions to various half­
space problems will be constructed. It will suf­
fice here to draw attention to the fact that Eq. 
(1. 5) permits us to express all the P~ in terms 
of p8; upon substituting this expression into the 
"zeroth component" of Eq. (2.15), we obtain a 
single integral equation for p8. This equation is of 
conventional form and may be solved by, essen­
tially, the usual7 prescription. 

Of course all the complications discussed at the 
end of the previous section are irrelevant when 
the scattering kernel is separable [as in Eq. (1. 3)]. 
To treat this case, we may begin with Eqs. (2. 8)­
(2.10). If we define, in addition, the integrated den­
sity 

POt) == jd3v'g(v'){j;{k, v'), 

then, upon multiplying Eq. (2. 10) by g and inte­
grating over v, we immediately obtain 

p(k) = pv(k)[1 - A(k)] + B(k). 

The dispersion function here is 

(3.1) 

(3.2) 

A(k) == 1 - c jd3v/o (v) (1 + iw - i)pv)-l, (3.3) 

and, as usual, B represents the known contribu­
tions from the last two terms of Eq. (2.10). 

We reiterate our basic approach: Eq. (3. 2) is to 
be solved for Pv(k). Then Eq. (2.10), with p v == 
/opv, provides the complete solution to the problem. 

This procedure (including the inverse Fourier 
transform with respect to kon) has already been 
carried out explicitly, and for a variety of regio¥.~ 
V, in the special case Ivl = 1, w = 0,/= const. ' 
The only essential differences between that case 
and the more general one conSidered here are 
those evident in Eq. (3. 3) for A. We shall, none­
theless, discuss the solution to Eq. (3.2) in some 
detail, both for the sake of completeness and be­
cause the function theoretic arguments of the pre­
vious analysis reqUire generalization. 

We begin by observing that infinite-space problems 
are once again trivial to solve from Eq. (3. 2), since 
we have in this case (p v = p) 

p(k) = B(k)/ A(k), (3.4) 

which is well defined so long as [cf. the remark 
following Eq. (2.19)] 

A(k) ~ 0, k real. (3.5) 

1 8 Next, we recall' that slab problems can always 
be treated, at least in the wide-slab approximation, 
whenever the half-space problem is soluble. Hence 
we may restrict our attention here'to half-space 
problems and assume the region V to be defined by 
{x> 0, - (X) < y, z < (X)}. For convenience we denote 
the normal component of k by k: kon = k" == k; de­
pendence upon the transverse components k t == 
(k y' k z) will be left implicit wherever possible. We 
have, then, from Eq, (2. 14), 

1 o(kt) 
.:lv(k) = 21Ti k + iO ' 

whence 

(3.6) 

(3.7) 
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where the + subscript refers to a conventional de­
composition of p = p+ + p_ into functions analytic, 
respectively, above and below the real k axis. 
Equation (3.2) may now be written as 

A(k)p+(k) = - p_(k) + B(k). (3.8) 

Now suppose (at this point the procedure of I is 
somewhat generalized) we can find a function 
X(k) , which is analytic in the k plane cut along the 
real axis, and such that its boundary values X± on 
the cut satisfy 

X+(k)/X-(k) = A(k) , k real. (3.9) 

Then, according to Eq. (3. 8), 

X+(k)p+(k) + X-(k)p_(k) = B(k)X_(k) , k real. 
(3.10) 

For suitably behaved B(k), Eq. (3.10) determines 
the p± in a well-known10 way. We define the func­
tion 

Imk > 0, 
Imk < O. 

(3.11) 

This function is evidently analytic in the cut k 
plane, its discontinuity across the cut being given 
by Eq. (3.10): 

5"+(k) - 5"-(k) = B(k)X_(k) , k real. (3.12) 

The analytic properties of 5" and Eq. (3.12) imply 
that 

5"(k) = ~ Joo dk' B(k')X-(k') + E(k) 
2m -00 k' - k ' (3.13) 

provided the integral exists. Here E denotes an 
entire function which may be determined from the 
Liouville theorem. Specifically, by anticipating the 
fact that 

lim X(k) = 1 (3. 14) 
k->OO 

and, further, requiring. the inverse Fourier trans­
form of p(k) to exist in the "classical" sensell 

lim p(k) = 0, 
"""'00 

(3.15) 

we easily find that E = O. The solution to the 
general half-space problem is thus provided by 

Im(k) 

R 

o Re (k) 

Fig,1. Region of analyticity R, with boundaries oR ,. KO denotes 
a root of A, 

Eqs. (3. 11) and (3.13): 

p ik) = p (k) = 1 Joo dk I B(k')X- (kl). 
V' + 21TiX1k) -00 k' - k - iO 

(3.16) 

Of course, there remains the construction of the 
function X-to which we now tUrn our attention. 

We assume for Simplicity that Eq. (3. 5) holds, and 
that A(k) is sufficiently smooth for its logarithm to 
satisfy a Holder condition on the real line. It 
should be noted, however, that no assumption is 
made here concerning the behavior of A for com­
plex ,k; in this respect our treatment is more 
general than is customary. Since it is evident that 

lim A(k) = 1, 
k-+oo 

(3.17) 

the function 

r(k) =_1 J_oodkllnA(kl) 
21Ti 00 k' - k 

(3.18) 

is analytic in the cut plane and vanishes at k = <Xl. 

The discontinuity of r across the cut is, by the 
Plemelj formulas, 1 0 

r+ - r- = InA, k real, 

so that if we define 

X(k) = er(k), 

(3. 19) 

(3.20) 

then X has all the properties we have required 
above. In particular, Eq. (3. 14) is obviously valid. 
It follows that Eqs. (2.10), (3.16), and (3.20) pro­
vide the explicit solution to the general half-space 
prOblem with separable scattering kernel. 

To see how the discrete and continuum "modes, " 
typical of linear transport solUtions, are contained 
in Eqs. (3.18) and (3.20), we must specialize to the 
(usual) case in which A is analytic in some open 
neighborhood of the real k axis. We call the region 
of analyticity R and its complement H; a typical 
configuration is depicted in Fig. 1. It is evident 
that the function X(k) may be analytically continued 
into functions A+ or A_ which have cuts, not along 
the real axis, but rather on the aR+, respectively: 
we have merely appropriately to deform the integ­
ration contour in Eq. (3. 18), taking proper account 
of the possible vanishing of A in R. Mter replacing, 
in Eq. (3.16), the functions X± by their analytic con­
tinuations 4, and performing the inverse Fourier 
transform, we clearly obtain discrete and continuum 
modes in a well-known way from, respectively, the 
zeros and cuts of the A±. (For the details of how 
this works out in a particular case, see, for ex­
ample, I.) 

A further simplification is permitted here. We 
observe from Eq. (3. 3) that the function A is analy­
tic almost nowhere within the region H. On the 
q,ther hand, there will generally exist a function, 
A(k), which coincides with A for k ( R, but which, 
unlike lb may be analytically continued into the 
region R. Since our problem is to solve Eq: (3,: 2) 
for real k, we may immediately replace A by A 
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and thereby ignore all the mathematical pathologies 
g,f the former function. Examples of the form of 
A are givEp explicitly below; for the present we 
note that A is typically analytic in a region ft, which 
includes the entire complex plane with the excep­
tion of. two cuts l±. as depicted ~ Fig. 2. Thus, 
assummg the replacement A ~ A to have been 
made, we see that the integrals along the contours 
oR± in such equations as (3. 21) may be replaced 
by ordinary branch-cut integrals; the consequent 
gain in simplicity is substantial. 

It may be remarked here that one reason for the 
mathematical complexity of two-dimensional sin­
gular eigenfunction methods is that they require 
<.!etailed consideration of the function A, rather than 
~: in sach methods, Fig. 1 (or! more preCisely, its 
lmage under the map ~ = - il k), rather than Fig. 2, 
plays the essential role. The theory of generalized 
analytic.functions is required because the baSic 
domain of the singular eigenfunctions is (the image 
of) the "pathological" region Ii, rather than the 
analyticity region R. 

We conclude this section by considering two 
specific problems, both of which have been treated 
in the literature from the point of view of two­
dimensional singular eigenfunctions. 

One-speed, isotropic scattering 2,3; 

Here 

A(k) = 1 - £. J dn . 
41f 1 + iw - ikon 

(3.21) 

Assuming real k t and w, it is clear that the analy­
ticity region R exists in this case, as it may be 
expected to exist in anyone-speed formulation. 
For k ( R; we may straightforwardly evaluate the 
integral and obtain 11.= F.., k ( R, with 

A<k) == 1 + ic In l + iw + i(k2 + B2)1/2 
2(k2 + B2)l/2 l + iw - i(k'2 + B2)1/2 . 

(3.22) 

(Here the conventional notation I k t I = B has been 
used.) This function is the obvious w '" 0 generali­
zation of the function denoted by A 3 (k) in I. It has 
the simple analytic structure indicated in Fig. 2, 
with branch pOints at k = ± i.JB2 + (l + iw)2, and at 
most two zeros ± KO' depending upon the value of 
w. There is no difficulty in applying our general 
factorization procedure of Eqs. (3. 17)-(3.20), and 
half-space problems characterized by Eq. (3. 21) 
may be presumed solved by Eq. (3.16). [Similarly, 
Eq. (3. 4) solves the infinite-space problem.] For 
further detailS, the reader may consult I; we are 
content here to remark that the inclusion of non­
~ero w has essentially two effects: (i) the roots 
A(KO) = 0, and hence the discrete modes, w~ not 
always exist; (ii) for certain ranges of wand B, the 
discrete mode need not dominate the continuum 
modes for large x. 

Many-speed problems; 

It is evident from Eq. (3.3) that when tl.e velocity 
integral includes arbitrarily large values of v ,the 
analyticity region R need not include an open x 

neighborhood of the real k axis. While this fact has 
no effect on the general argument of Eqs. (3. 17)­
(3.20), it may be expected to complicate the suc­
ceeding analysis. It is interesting to note that a 
problem considered by Cercignani,4 using singular 
eigenfunctions, is constructed precisely so as to 
avoid this complication. Cercignani begins with a 
one-dimensional equation slightly different from 
Eq. (1. 1). We consider here the three-dimensional 
form 

(ft + II( v) + vov)tJ;(x, v, t) = fo(v) J d 3v'g(v')tJ; 

x (x, v', t) + q(x, v, t}. (3. 23) 

The sole effect on our analysis of including a velo­
city-dependent collision frequency II is to replace 
Eq. (3. 3) by 

- _ J 3 fo(V) 
A(k} - 1 c d v () . ik' 

II V + lW - l °V 
(3.24) 

Now it is assumed in Ref. 4 that (11- IIrJ/V, with 
11m the minimum of 11, is monotone nonincreasing, 
and further, that 

limll/v == a 7' O. (3.25) 
v~oo 

It is clear from Eq. (3. 27) that these assumptions, 
with a > 0, guarantee the analyticity of A in an 
open neighborhood of the real k axis, i.e., the usual 
region R exists. It follows that not only the gene­
ral formulation of Eqs. (3. 17}-(3. 20) (which, we 
reemphasize, demands no analyticity properties 
of A), but also the Simplifications discussed fol­
lowing those equations, will go through without dif­
ficulty. For definiteness, we specialize to the par­
ticular fo_ used by Cercignani. In this case the 
function A has the form 

A(k) = 1 -foC0dv 4 e - v
2 

112 ~ v) F(kv), 

F(kv) == ~ ~ [1 + /11 + iW)2] In II + ~w - ~kv 
kv I \ kv II + lW + lkv 

+2i(1Ik~iW)f. (3.26) 

It is easily verified that F has its only singulari­
ties, branch-points, at k = ± i(1I + iw)/v. From the 

I Im(k) 

~+~t 

Re (k) 

o 

Fig.2. Region of analyticity ii, with cuts l±. 
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assumed properties of II we find that A may be 
taken to have two cuts of the general form depicted 
in Fig. 2. In particular A is analytic in the region 
Imk <a. 
To summarize the results of this section: Prob­
lems with separable kernels always lead to equa­
tions of the form (3.2), the solution of which pro­
vides, via Eq. (2.10), the complete solution to the 
problem. The infinite-space version of Eq. (3. 2) 
is trivially solved by Eq. (3. 4), and the solution to 
the general half-space problem is provided by Eq. 
(3.16). These solutions are of particularly simple 
form when the dispersion function has certain 
analytic properties. Finally, we have shown that 
the dispersion function does indeed have these pro­
perties in cases recently discussed in the litera­
ture. 

4. ONE-SPEED PROBLEMS WITH ANISOTROPIC 
SCATTERING 

A. General Method of Solution 

In this section we return to the general, aniso­
tropic scattering problem, assuming now that the 
velocity vector (denoted here by Sl) has unit mag­
nitude, and that the scattering kernel has the rota­
tion-invariant form of Eq. (1. 7). Since such a 
kernel may always be expanded in the manner of 
Eq. (1. 4), we ~ay use the general results of Sec. 2, 
which are easily specialized to the one-speed case. 

Specifically, we write 

(4. 1) 

where Pz is the Legendre polynomial of order Z, 
and 

1 
fl = 21T Ll dxf(x)PI(X), (4.2) 

The addition theorem 

(4.3) 

permit us to write 

f(OoO/) = 6 fly;m(O)Y~*(O/), (4.4) 
l.m 

just as in Eq. (1. 4). In Eq. (4. 4), Y~ is the usual 
spherical harmoniC, and we abbreviate: 

co I 

L; 6 = 6. 
1=0 m=-I l.m 

We now identify the CPn of Sec. 2 with the Y~ ,and 
appropriately adopt our previous results. The pn 
of Sec. 2 become 

p;"(k) = JdOY~*(O)\fI(k,O). (4. 5) 

These quantities must satisfy our basic matrix 

relation, Eq. (2. 15), which now has the form 

(4.6) 

where the dispersion matrix is 

(4.7) 

and B~ is given by the obvious modification of Eq. 
(2.16). Finally, we may recall that P;z is related 
to p~ by Eq. (2. 13) and that our problem is solved 
once we have determined the quantity 

p v (k, 0) = 6 fzP;~ (k) Y~(O). (4.8) 
l.m 

It is not obvious that the system of equations (4. 6), 
for the p;/ is any more tractable than the more 
general version (2.15). (Both systems are of 
course trivial in the infinite-space case). The 
point is that in the present case it will suffice to 
consider only the m = Z = 0 member of this 
system. This latter equation may be written in the 
form 

pO(k) =C6(2Z + l)fIFI(lk·l)p~(k.) +B(k),(4.9) 
/ 

where we have introduced the notation 

plOt) = J dO\fl(k., O)PI(k 00), 

= 2Z4: 1 6P~(k.)Ylm(k), 
m 

and the functio1}s Fz are defined by 

(4. 10) 

(4.11) 

(4. 12) 

[We use the notation I k I = (k; + k~ + k~)1/2 to 
prevent confusion with the k = kx of Sec. 3.] 

A procedure for solving the infinite-space (p~ = 
pi) version of Eq. (4. 9) is well known12: one uses 
the recursion relation for Legendre polynomials 

~ I I (n + l)Pn+l(k oO) +nPn_1(koO) 
koOPn(koO) = k 2n + 1 

(4. 13) 

to deduce, from Eq. (2. 2), a recursion relation for 
the pi, which functions may then be written in terms 
of the single unknown function pO. In the case of 
nontrivial geometry,l the identical procedure 
clearly yields an equation relating to po to P~ • 
This relation has the form 

pO(k) - [1- A(k)]p~(k) 
n=l 

= L; (2n + l)fn Fn (Ik I) L; an/(k)[ql(k.) + S l(k)] 
n 1=0 

+ B(k), (4.14) 
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with 

A(k) == 1- c~{2n + 1)in4{lkl )hn{l/i I kl). (4.15) .. 
Here the anz are determined by (we write II = 
l/i Ik I for convenience) 

(n + 1)an+1.0 + nan_1•1 - (1 + iw - cin (2n + 1) 

x lIanl = 0, 

(2n + 1) (2n + 3)(2n + 1) 
an+1•n = - n + 1 II, an+2•n = - (n + 2)(n + 1) 

x (1 + iw - cin+]); (4.16) 

and the hn 13, 14 by 

(n + 1)hn+1 + nhn_1 - (1 + iw - cin)(2n + l)lIhn = 0, 

ho = 1, h_1 = O. (4.17) 

We also have 

(4. 18) 

Notice that the Sl of Eq. (4. 19) are unknown func­
tions (since !/I rather than !/Is appears in the 
integrand); we nonetheless temporarily regard 
them as known. In this case, Eq. (4. 14) is identical 
in form to Eq. (3.2), and assuming only that InA 
is Holder continuous for real k, we may imme­
diately apply the general theory of Sec. 3 to obtain 
the solution to, for example, a half-space problem, 
in terms of the Sz. Now the recursion relation 
(4. 13) implies12 that 

n-1 

and there remains only the evaluation of the Sl' 
The final task may be accomplished by substituting 
Eqs. (4. 23) and (4.24) into Eq. (4.19); we then ob­
tain a purely algebraic system of linear equations 
for the Sl' This system is not as formidable as it 
may at first appear. In particular, for half-space 
problems we easily find 

(4.25) 

Notice that the kx dependence (which in planar 
geometry is crucial) of this expreSSion is contained 
entirely in the Legendre polynomial. Hence the 
half-space Sl involve only (unknown) constants 
multiplying lmown functions of k x' (In the infinite­
space case, of course, all the Sz are zero.) 

In summary, we have solved the system (4.6) by 
using the recurSion relation (4.13) to reduce it to 
the simple form of Eq. (3. 2), and by then applying 
our usual method. Since, however, the modifications 
induced by the need for recursive procedures are 
not trivial, we next discuss ways in which such 
formulas as Eqs. (4.14) and (4.15) may be Simpli­
fied. 

B. Some Simplifications 

We consider first the expreSSion (4.15), for A, 
which is conveniently rewritten as A = lim AN 
as N ~ OCJ , where 

N 

AN = 1 - c ~ (2n + l)inFnhn' 
n=O 

(4.26) 

It is easily shown 12 that the F n satisfy 

p~(k) = hn(l/ilkl)p~(k) + ~ anl(k) [ql(k) +Sl(k»), (n + l)Fn+1 + nFn _1 - (1 + iw)(2n + l) IIFn 
1=0 

(4.20) = - 1I0 nO ' (4.27) 

and it is furthermore evident from Eq. (4.11) that 

(4.21) 

Hence the quantity Pv is given by [cf. Eq. (4.8)]: 

(4.23) 

Finally, the angular density is given by Eqs. (4. 23) 
and (2. 10): 

~ (k, a) = p~ (k, 0) + B(k, a), 
1 +lw-ik·a 

(4.24) 

In fact, as is clear from Eq. (4.12), the Fn can be 
written in explicit form: 

F __ 1 (1 + iW\ 
n - ilk I Qn ilk I J' (4.28) 

where Qn is the Legendre function of the second 
kind, but Eq. (4. 27) will be most useful here. By 
combining Eqs. (4.17) and '(4. 27), we may write 

1 N 
AN = 1 - - ~ {(1 + iw)(2n + l)IIFnhn 

II n =0 

- [(n + 1)hn+1 + nhn_ 1] Fn} 

1 N 
= - II nL20 {[(n + 1}Fn+1hn - nhn_ 1F n] 

- [nFn- 1hn - (n + 1)hn+1FnJ) 

N + 1 = -11- (hN+1F N - hNF N+1)' (4.29) 

We conclude that Eq. (4.15) may be replaced by 
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A(k) = lim (n + 1) fhn +1(1 ilk 1 )Qn (1'1+ iW) 
n .... OO L zkl 

'I 1 (1 + iw~ - hn(1 z k ) Qn+l iikTH (4.30) 

We note that in many cases of practical importance, 
the sum in Eq. (4.15) will be finite, so that Eq. 
(4. 29),rather than Eq.(4.30),may be used. 

Similarly, we may use the result, Eq. (4.16), to re­
duce the double sum in Eq. (4.14) to a single sum. 
Thus, in order to evaluate 

N N-l 
C N(k) == :6 (2n + 1)!n Fn :6 anMI + Sl)' 

n=O 1= 0 

we rearrange terms: 

with 

N-l 
CN(k)=:6 r1(ql+sl)' 

1= 0 

N 

r 1 == :6 (2n + 1)!nFnanl 
n=l+l 

N 

+ :6 (2n + 1)!n Fnanl' 
n =1 +2 

(4.31) 

(4.32) 

(4.33) 

Now the summation range in Eq. (4. 33) is such that 
Eq. (4.16) always holds. It follows that we may 
combine Eqs. (4. 27) and (4.16) to perform the sum 
in Eq. (4. 33), using precisely the same procedure 
as was applied to A(k), above. The result is 

N-1 
C N(k) = :6 (ql + SI){(21 + 3!I+lF l+1 a 1 +1.1 

1=0 

+ (ik/c)[(N + 1)(F N+1 aN.l - F N a N+1•1) 

+ (1 + 2)Fl+1al+2,I-Fl+2al+l.l)])' (4.34) 

Notice that we already have, in Eq. (4.16) explicit 
expressions for a1+1. 1 and a1+2 .1 • 

Thus our basic problem has been reduced to fairly 
tractable form. Using the technique of Sec. 3, we 
are to solve the equation 

pO(k) - [1 - A(k)] p$(k) = B(k) +C(k), (4.35) 

where A is given by Eq. (4. 30), and C == limCN as 
N -7 OCI by Eq. (4. 34). 

5. CONCLUSIONS 

We have emphasized that the formalism presented 
in Sec. 2 serves, generally, only to reformulate our 
original problem, and not to solve it. Thus the 
integro-differential equation (1. 1) is reduced to 
the set of coupled integral equations (2.15); but, 
aside from the trivial infinite-space case, the 
latter can be solved analytically only in particular 
circumstances. On the other hand, the types of 

scattering kernels for which Eq. (2.15) is soluble 
are by no means restricted to those [Eqs. (1. 3) and 
(1. 4)] discussed in the two previous sections. Be­
fore summarizing our general conclusions, we 
wish to mention two types of many-speed prob­
lems which are amenable to analytic solution. 

A. One-Dimensional Kac Model 

Restricting x and v to one dimenSion, and setting 
W = 0 for SimpliCity, we have to solve 

(1 + v :x) !J;(x,v) = C j dv'!(v, v')!J;(x,v') 

+ q(x, v), x( V, 

!J;(x, v) = !J;s(x, v), x( S, v inwards. 

For the scattering kernel! we use a slight 
generalization of one due to Kac 15: 

!(v, v') = e -v'2 L !IH1(v)H1(v'), 
I 

(5.1) 

(5.2) 

where the Hn , which of course correspond to the 
Cfn of Sec. 2, are Hermite polynomials.1 6 The 
crucial point here is that the Hn satisfy the recur­
sion relation 

(5.3) 

It is clear that this relation allows us to use the 
procedure outlined in Sec. 3 to derive equations 
formally identical to Eqs. (4.14)-(4.23), which 
equations may then be solved in the usual way. 
In fact the formalism necessary to reduce Eqs. 
(5.1) and (5.2) to the standard form of Eq. (3. 2) 
differs so little from that of the previous section 
that we omit the details here. One significant 
difference, however, between the one-speed ani­
sotropic scattering case and the Kac model is 
worthy of note: The latter is characterized by 
the dispersion relation 

A(k) = 1 - C :6 Gn(k)gn(k), 
n 

where 

Hn(v) 
Gn(k) == j dve- v2 

1- ikv 

and the gn satisfy [cf. Eq. (4.17)] 

(1- C1T 1 / 22n
n!!n)gn -ik(ngn_1 + t gn+1) = 0, 

(5.4) 

(5.5) 

g-l=O, go=1. (5.6) 

Notice that the Gn of Eq. (5.5), unlike the Fn of 
Eqs. (4.12), are evidently not analytic in any open 
neighborhood of the real k axis. Hence we have, 
in Eq. (5. 4), an example of a dispersion function 
to which only the very general technique of Eqs. 
(3.16)-(3.20) need apply; some of the analytical 
Simplifications discussed in Sec. 3 may not be 
possible. 
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B. Multigroup Problems 17 

The formalism of Sec. 2 is trivially generalizable 
to the case in which the 1/1 of Eq. (2. 1) is a column 
vector 1/1 j (x, 0), the index j referring to a discrete 
set of speeds \ v j \. Explicitly, a general multi­
group problem may be expressed as 

~ (O"ij + iw + 0ijOoV)l/Ij(x,U) 
J 

= 6 Cij j dU'f(u,u')l/Ij(x,U') + qi(X, 0), 
j (5.7) 

s 
IVi(X,O) = I/I i (x,U), x E: S, 0 inwards. (5.8) 

Here the matrix O"ij may be presumed to be dia­
gonal, with 0" ij > 0; it is this feature which makes 
the procedures of Sec. 2 so easily applicable. On 
the other hand, of course, the resulting version of 
Eq. (2.15) is again only soluble, in general, where 
V includes all space. 

Since the character of Eqs. (5. 7) and (5.8) is so 
similar to that of problems we have studied above, 
we need not conSider it in any further detail. It 
may be remarked, however, that there is one case 
of some importance in which the equations can be 
solved in nontrivial geometry. Specifically, if 

C ij = 0, for i < j , (5.9) 

then the i = 1 component of Eq. (5. 7) is identical 
to Eq. (2. 2), with the kernel of Eq. (4.1), and is 
therefore soluble (in, for example, a half -space) 
by the method of Sec. 4. Then, conSidering the 
other (i = 1, 2, ... ) components in order, we see 
that each is of the standard, one -group, form, 
since the coupled terms may be presumed known 
and lumped with q i' 

That the condition (5.9), which corresponds to 
down scattering only, grossly simplifies the solu­
tion to infinite-space problems is, of course, 
well known. 

C. Conclusions 

We have already noted that there exist scattering 
kernels for which our half-space procedures are 
not applicable. An example is the three-dimen­
sional kernel of Kac lS; 

4 
-v'2 " f(v,v') = e LJ figi(V)gi(V'), 

i=O 

gl,2,3 =.f2(v",vy,v2 ), 

g4 = (2/v'3)(v2 - ~). (5.10) 

For this case, the formalism of Sec. 2 provides 
solutions only to infinite-space problems; the half­
space prescription of Sec. 4 is of no use since the 
gi satisfy four-term, rather than three-term, re­
cursion relations. 

This circumstance suggests that we examine the 
range of applicability of two-dimensional singular 

eigenfunction methods. But it is easily seen that 
such methods are analogously restricted. ConSider, 
for example, an essential step in the Singular 
eigenfunction solution of one-speed hali-space 
problems with isotropic scattering.2 In terms of 
the basic complex variable ~, 

(5.11) 

whose domain for physical 0 is a bounded region 
G of the complex plane (G corresponds, under the 
map k" = - i/~, to the region Ii of Fig. 1), one 
must determine that function X(~) which is analy­
tic in a certain subdomain G+ C G, and which 
satisfies 

X(") aA _ A(") ax 
." a~* - ." a~*' 

(5.12) 

Here A is the appropriate dispersion function; it 
is characterized by being analytic almost nowhere 
inside the region G. For anisotropic scattering, 
Eq. (5.12) becomes a matrix equation, for the 
solution of which the methods of Ref. 2 are neither 
applicable nor generalizable. 

The essential reasons for the inability of singular 
eigenfunction methods to treat a matrix disperSion 
function are quite analogous to those for the 
general insolubility of Eq. (2.15). This analogy 
between the singular eigenfunction and Fourier 
transform approaches can be carried further: 
just as in Sec. 4, the existence of appropriate 
recursion relations would allow us to reduce such 
matrix equations as (5.12) to ordinary, "scalar," 
equations, and our problem could be solved by, 
essentially, the isotropic scattering methods. 

This recursive procedure is in fact commonly 
applied to the solution of one-dimensional (~ = Il) 
problems. 1 When ~ ;c Il as in Eq. (5.11), however, 
one must ask how recursion relations are to be 
obtained. The answer, in the one-speed case, is 
clear: We must return to the original variables 
U, in terms of which we have the well-known 
formula of Eq.(4.13). In other words, as was re­
marked in Sec.1,the variable ~, by making 
Legendre theory only very indirectly acceSSible, 
has the primary effect of obscuring the analysis. 

We may summarize by stating that two-dimensional 
singular eigenfunction techniques are substantially 
less well-suited to the solution of three-dimen­
sional problems with anisotropic scattering than 
the Fourier transform method. In particular, such 
techniques will not provide solutions to problems 
involving the scattering kernel, Eq. (5.10), of Kac. 

Our general conclusions, already stated in Sec. 1, 
may be reiterated here. The Fourier transform 
prescription formulated in I is readily generalized 
to the solution of a wide class of problems of the 
form of Eqs. (1.1) and (1. 2), in planar geometry. 
Specifically, any problem of this form can be 
solved analytically if and only if the corresponding 
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form of Eq. (2.15) can be solved. It clearly, and 
unsurprisingly, follows that "any" infinite - space 
problem is amenable to analytic solution. More 
Significant is the fact that half-space problems 
are also analytically soluble, by the relatively 
elementary methods of Secs. 3-5, in, among other 
cases, (i) all those discussed in the literature 
from the singular eigenfunction point of view; 
(ii) the general case of rotation-invariant, aniso­
tropic scattering. The most important situation 
to which our general approach can be applied only 
in infinite space is the case of three-dimensional, 
arbitrary-speed problems with nonseparable ker­
nels, e.g., the Kac problem. The difficulty here is 
that we lack appropriate recursion relations. We 
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A kinetic approach to fluctuations and correlations of stochastic processes depending on a continuous 
set of parameters y is presented. In particular, we consider particle densities nP(y, t) which may refer 
to macroscopic densities in position space, or to microscopic quantities such as distributions in phase 
space, or occupancies of quantum states of which the labeling is continuous (as with Bloch states in 
sOlids). In a Markovian sense such processes are infinite dimensional. We describe the fluctuating 
particle densities in a Hilbert space: the amllog of de Groot's a-space for non-spatial-dependent var­
iables. Mainly, we employ a Langevin description; i.e., we start from presumed phenomenological equa­
tions, amended with source densities ~p(y, t). A theorem is derived for the density-density or two-point 
covariance function (1\ theorem). In its general form, the theorem applies to the nonequilibrium steady 
state. It closely resembles the generalized g-r theorem for finite-dimensional processes. However, the 
solutions may involve extra parts stemming from stochastic boundary conditions and constraints. Sim­
plifications for the thermal equilibrium case and' the connection with generalized Onsager's relations 
are discussed. A variety of expressions for the spectral intensities ~pq(}',y',w) are derived. In order 
to justify the Langevin procedure as well as to calculate the source terms and generalized Fokker- Planck 
moments, we consider the master-rate functional W n' for transitions y -? y' of the over-all state. 
Expressions are given for transitions involving change of species and scattering due to one- or two-body 
collisions. These determine uniquely the quantities entering into the 1\ theorem. The statistical-mecha­
nical basis for our formalism is discussed in some detail. 

1. INTRODUCTION 

Fluctuation phenomena can be classified as micro­
scopic or macroscopic, depending on whether the 
quantities under consideration refer to the micro­
scopic (many-body) state or to thermodynamic 
observables which are averages over a finite 
volume of phase space or over a range of quantum 
states. The early studies on fluctuations at the 
beginning of this century involved macroscopic 
observables such as voltage fluctuations in a resis­
tor, studied by de Haas and Lorentz in 1913 and 
Nyquist in 1928, temperature fluctuations studied 
by Gibbs in 1902, and shot noise in electron emis­
sion studied by Schottky in 1918. In recent years 
several phenomena have been added to the macro­
scopic list, such as electron fluctuations in conduc­
tors or semiconductors, fluctuations due to spon­
taneous and stimulated emission in masers and 
lasers, photon flux fluctuations, polarization fluc­
tuations in ferroelectric materials, etc. The first­
mentioned effect, electron fluctuations in solids, 
has been extensively studied by the author. Though 
such fluctuations require a picture close to the 
microscopic point of view, we were largely able to 
use macroscopic methods, since the variables of 
the problem are seldom the occupancies of the 
individual quantum states, but lumped quantities, 
such as the number of electrons in a range ~, 
S + dS). On the other hand, fluctuations caused by 
intraband scattering and hot-electron effects, 
among others, require a microscopic point of view. 

The original studies of Brownian motion provide, 
to some extent, an example of microscopic fluc­
tuations, though these studies are incomplete in a 
full microscopic sense, as we indicate below. 

Both for macroscopic and microscopic phenomena, 
statistical studies can be based on the Gibbsian 
ensemble point of view or on the kinetic point of 
view of nonequilibrium statistical mechanics. The 
latter is much wider in scope in that it encom­
passes phenomena outside thermal equilibrium, 
Le., a final state in which driving forces causing 

a steady particle and (or) energy transport are 
present, while it also accounts for the approach 
to this final state. Whereas the ensemble method 
historically has been rooted in cumbersome argu­
ments about ergodicity (or nowadays in statistical 
formalisms exceeding the scope of physics proper, 
such as information theory), the kinetic pOint of 
view finds its origin and justification in the Liou­
ville equation or its quantum equivalent, the von 
Neumann equation, the detailed steps being likewise 
elaborate (cf. Sec.1B). 

A. Phenomenological Kinetic Description 

Presently, we consider the kinetics underlying the 
fluctuations in a given system from a pure pheno­
menological point of view. Both a steady-state 
situation and an equilibrium situation exist only 
because transitions and (or) transport, caused by 
interactions and (or) force fields, give rise to ran­
dom fluxes to and from the equilibrium or steady 
state. In a steady-state situation the sum totals of 
these fluxes balance, whereas in equilibrium 
detailed balancing for any pair of opposing transi­
tions occurs. The consequences of this feature for 
the fluctuations are far reaching, as we shall also 
see in this paper. 

All physical quantities in a system not subject to 
rigid constraints exhibit random fluctuations about 
a given state of that system. The word "state" is 
used here in a rather broad sense; its specific 
meaning depends on the stochastic variables which 
we want to examine. In one sense, it may refer to 
a macroscopic thermodynamic characterization of 
the system by variables ai(t), which for the sake 
of argument are assumed to be all extensive, such 
as energy, particle numbers, charge, etc., and which 
have exchange with external systems (reservoirs) 
or other parts oLthe same system. The kinetic 
regression equations for the iii are considered in 
irreversible thermodynamics, and the stochastic 
path of the vector a = {a i } can be pictured in the 
a-space (de Groot and Mazur l ). 

1981 
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Secondly, the "state" may refer to a specification 
of the coordinates of the system in Wspace, which 
are subject to change if the molecules interact 
with obstacles or with each other. Obviously, the 
I.I-space path is only relevant for systems in which 
the interactions are weak, as, e.g., assumed in 
Brownian motion. The regression equations for 
v and i are the ordinary friction-type equations 
discussed in the standard papers on the subject2 - 4 

(in particular, Ref. 2). 

Finally, we may be interested in the stochastic 
behavior of observables, requiring a microscopic 
characterization, such as the spin-deviation num­
ber in a ferromagnet or the number of Bloch elec­
trons of certain band index and k vector. The 
"state" of the system in this case is the many-body 
state in the regular quantum-mechanical sense; 
however, we adhere to the view that the pure state 
is inaccessible to measurement and meaningless, 
so that an ensemble description is required. 5 The 
actual state fluctuates over the ensemble, and the 
time evolution for the state is discussed in Sec.1B 
below. Often, however, the regression equations 
can be formulated without a complete many-body 
description. In the case of spin, the dynamics of 
spin waves may suffice; stochastic equations for 
creation and annihilation operators were derived 
by Lax. 6 For the case of Bloch electrons, the 
Boltzmann equation may be applicable. 

Generally, the kinetic equations pertaining to the 
above-mentioned examples may be quite nonlinear. 
We assume, however, that the fluctuations of the 
variables, denoted as ai' are small, so that linear­
ized equations for the return to equilibrium (or 
steady state) apply. In order that the description 
be Markovian complete, the set of equations must 
be first order in the time (if not so, add Q!i == (3i 
as variables). Finite-dimensional processes with 
equations of the form 

with i = 1,2, "', m, have been extensively investi­
gated, both in the mathematical literature 7, 8 and 
in a physical context. 9 ,10 The subscript cond 
stands here for a conditional average, taken over 
an ensemble with fixed values at t = O. The aver­
aged stochastic equations (1. 1) are identical in 
form to the equations for externally imposed 
changes ai' according to what is sometimes called 
"Onsager's principle"ll (e.g., a fluctuating charge 
t:J.Q in an RC network decays in the ensemble in the 
same manner as applied excess charge); hence we 
refer to Eqs (1. 1) as the phenomenological equa­
tions. It has been shown that (1.1) is equivalent 
to a Langevin description, 2-4,12 Le., a set of 
regression equations, non conditional in the ensem­
ble, of the form 

(1. 1') 

provided the source terms have no memory of 
themselves: 

(1. 2) 

These equations describe well most of the examples 
alluded to above; in particular, fluctuations in the 
thermodynamic a-space are of this form.l,lO 

The aim of this paper is to consider processes in 
which the stochastic variables depend, besides on 
t, on a c9ntinuous vector y of a domain:D in some 
space <R • Thus, we consider phenomenological 
equations of the form 

~ L pq[(a
q 

(y, t»cond] = 0, 
q 

where 

LPq = "pq + a/at, 

(1. 3) 

(1. 4) 

and where "pq is an (integro)differential operator 
with respect to y. We further assume that an 
equivalent Langevin description applies, viz., 

~ LPq[aq(y,t)] = e(y,t), (1. 3') 
q 

in which the source terms have no memory: 

the quantities E satisfy the obvious symmetry rule 

Equations of this nature occur in a number of 
cases. 

(1. 6) 

First, we need this form for macroscopic variables 
in nonhomogeneous systems. Then,y =r, where r 
is the position vector in the system. As an exam­
ple, we can consider charge flow in the presence 
of gradients. Then" = 1/7 + p·v + yV 2 • Or, we 
can consider stochastic electromagnetic fields.13 (a) 

However, we shall confine ourselves to variables 
which are proportional to particle densities, nP (y ), 
with a == t:J. nP (y), where P = 1,2, ... , s defines 
the species. It is by no means certain that a Lan­
gevin description (1. 3') for spatially dependent 
processes always exists. In fact, any Langevin 
description must be justified by other Markovian 
techniques (cL Sec. 1B). 

Secondly, and of more fundamental importance, 
processes of the type (1. 3) occur in classical or 
quantum microscopic considerations. Thus, for a 
classical plasma we may consider the densities 
nP (r, v, t) in I.I-space; in this case y = {r, v}, and 
the regression equation may be the Boltzmann 
equation, Vlasov equation, etc., depending on the 
model under consideration. We thus deal with 
fluctuating distributions t:J.nP(r, v, t). Such a des­
cription applies also to any Brownian motion 
process, and is far more precise than the idea 
that r and v are themselves fluctuating variables. 
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[Perhaps we should refer to the description (1. 3) 
as "second Brownian motion", to indicate the con­
trastwith the original theories (see also Ref.13(b).] 
In quantum systems it is most convenient to des­
cribe the many-body state II'> in the formalism of 
second quantization. Since in a large system one 
or more quantum numbers, say {y} , will be dense, 
it is appropriate to consider the occupation num­
bers ,? (y); II') = I {nP (y )}), where p denotes the 
further discrete quantization of the states. For 
the example of Bloch electrons given above, y = k, 
P denotes the band index and spin. If such pro­
cesses are, in addition, spatially dependent, we 
consider the occupancies nP(k, r), where y = {k, r} 
is a semiclassical set of coordinates, such as 
occurs in the Wannier Hamiltonian in solid-state 
physics. 

Processes (1. 3) are considerably more complex 
than the first-mentioned processes (1.1). The 
processes considered here are (oo)S dimensional 
in a Markovian sense. Nevertheless, the finite­
dimensional methods of processes (1. 1) have been 
applied to processes (1.3) with some success, both 
by van Vliet and Fassett14 and by Lax. 15 The first 
authors used coarse graining in the domain:D of y, 
whereas Lax wrote differential operators as 
occurring in 1\ in the form of integral operators 
(which is always possible using the 0 function and 
its derivatives16) and subsequently interprets the 
integral operators as matrix operators of con­
tinuously infinite rank. [This procedure is, in the 
author's opinion, as unfortunate as the use of trans­
formation theory in quantum mechanics in order to 
declare a wavefunction >l1(r) to be a column mat­
rix (>It I r) in the "r representation" .17] A rigorous 
mathematical method will be given here. The 
quantities 6. nP (y, t) = c/(y, t) will be pictured as 
stochastic elements in a separable Hilbert space, 
which is the analog of de Groot's a-space for 
finite-dimensional processes. Complications, not 
existing in the finite-dimensional case, arise from 
the boundary conditions for the domain:D of y and 
from constraints. 

In the main part of the paper (Secs. 2-6) we asSUme 
that the phenomenololical equations are given and 
that the functions 2,P are known; Le., we have found 
a way of expressing the effect of all physical inter­
actions in a set of "Langevin kernels". This is 
less preposterous than it seems to be: The advan­
tages (or shortcomings?) of a Langevin treatment 
are that in various instances one can get by with­
out detailed microscopic specifications. We are 
then interested in the following quantities: 

(1. '7) 

(density-density or two-pOint correlation func­
tions18); 

(density-density or two-point covariance func­
tions); 

(time-displaced density-density covariance func­
tions); 

~P'y,Y',w) = 2 fO e-iwtq,PQ(y,y',t) dt (1.10) 
-00 

(spectral intensity functions). 

In Sec. 2 we derive an operator theorem for r, 
called the A theorem; it expresses r in A and 2,. 
This is the main theorem which allows the corre­
lations to be found from a kinetic viewpoint. In 
Sec. 3 we elaborate on the solutions of the A theo­
rem and consider extensions. In Sec. 6 we state 
results for the spectral intensities in terms of 
Green's operators (the resolvent of A), which are 
essentially a reformulation of some results of 
Ref. 14 in a more rigorous and complete form. 

Sections 4 and 5 deal with auxiliary properties. 
In Sec. 4, the approach to equilibrium is discussed. 
By imposing that the equilibrium distribution 
(nP (y, t ---7 00» agrees with statistical mechanics, 
conditions for 2, are implied. In Sec. 5 speCific 
equilibrium properties are considered, quite ana­
logously to the method of Ref. 9. Moreover, the 
kernels 2,pq are shown to be identical with gene­
ralized Onsager coefficients, so that 2, may be 
known from models in irreversible thermodyna­
mics of nonhomogeneous systems. This point is 
not further pursued in this paper. 

B. Detailed Kinetic Description 

Finally, when it comes to a justification of the 
Langevin description, as well as to general forms 
to compuLe the source kernels 2,pq, we must go 
back to the foundations of the kinetic method. The 
basic kinetic equations for the evolution of a point 
in r space, or of a many-body quantum state, are 
the Liouville and the von Neumann equations, res­
pectively. Using suitable diagram techniques (van 
Hove,19 Prigogine and R~sibois,20 Balescu21) or 
projection techniques (Zwanzig22), one can arrive 
at a generalized master equation (ME), which is 
still time reversible. This equation has two ad­
vantages, however, over the original equations 
from which it is derived. First, it is relatively 
easy to investigate the limiting behavior for 
t ---7 ± 00; van Hove has shown that the density mat­
rix for a closed system, with appropriate initial 
conditions, leads indeed to a microcanonical en­
semble. Secondly, it is relatively easy to obtain 
an irreversible Markovian ME if the'" standard" 
assumptions are made (initial random-phase 
assumption, large-sy.stem limit, weak coupling, 
separation of time scales for duration of inter­
actions and relaxations). The ME relates the 
evolution of the ensemble probability P(y) = 
<yipi y ), where p is the density operator, to the 
transition rates per unit time, W y' = W(y ---71"). 
[More precisely, it gives the evolution of the con­
ditional probability P(y, tiy*, t*).) In the quantum 
picture, which is more easily understood than the 
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classical picture (cL Fujitta23) Iy) is again the 
occupation-number state I {nP (y)}). 

The average occupancies. (nP (y» follow from the 
first moments of the ME via the generalized first­
order Fokker- Planck (FP) moments AP• Hence, 
one obtains the phenomenological equations, which 
do not have to be assumed, but are a consequence 
of the ME. As a detailed example, van Hove24 de­
rived the Boltzmann equation for Bloch electrons 
in a state k, assuming that changes of the total 
many-body state Iy) = l{n 1(k)}, {n2(q)}) occur due 
to electron-phonon interaction (see also Ref. 25). 

Likewise, one can obtain a kinetic equation for the 
two-point time':'displaced covariance functions 
from the second-order moments of the ME, which 
involve generalized second-order FP moments 
B

pq
• For t ~ 00, this leads to an expression for r 

which can be expected to be identical with the 
A theorem of this paper (though this is not estab­
lished here). The connection relies on the fact 
that the generalized FP moments B Pq are (almost) 
identical with the Langevin kernels 2M. 

Despite the vast literature on the ME, we note that 
no appropriate, sufficiently general form exists 
for our present purpose. The quantum case has 
not been extended so far to nonhomogeneous sys­
tems, to the author's knowledge. Thus, in van 
Hove's derivation of the Boltzmann equation, the 
transport or "streaming" terms are missing. The 
classical forms by Prigogine and co-worker.s deal 
with Fourier-transformed distribution functions. 
Only Severne26 gives a discussion which includes 
streaming terms in nonhomogeneous systems. A 
form involving distribution functions in action­
angle variables was recently given by Leaf and 
Schieve. 27 Basically, however, the Liouville ~qua­
tion is not symmetrized with respec to par-
ticle interchange, and the reduced distribution 
functions do not lead to an occupation number 
form for points (or cells) in r space, though an 
ME for the functionalp(y) with y = {nP(v, r)} can 
easily be conjectured. We plan to return to this 
in a future paper. 

The present paper circumvents this problem in the 
following manner. Mainly, we operate on the Lan­
gevin level, Le., we work with given phenomeno­
logical equations (Secs. 2-6). However, in order to 
find 2, we assume the existence of a "master-
rate functional" W n' == W[nP (y) ~ nP' (y )], in Secs. 
7 and 8. We shall argue that streaming is of no 
importance for W y v'; hence W y y' depends only on 
the nature of the transitions and scattering, whether 
involving one -body collisions (with fixed obstacles), 
two-body collisions, or other interactions, and is 
therefore known for most classical or quantum 
processes. In Sec. 7 the connection between ~ and 
the generalized second-order Fokker-Planck 
moments is established. The argument is ana­
logous to that for ordinary Langevin equations, 
except that proper care must be given to the 
streaming terms. Finally, in Sec.8 we derive some 
general formulas for the generalized second-order 

FP moments, which then give 2; in addition, we find 
the generalized first-order FP moments, which 
must corroborate the collisional part oj the pheno­
menological operator A, a posteriori. If this corro­
boration fails, it indicates that neither a pheno­
menological description (1. 3), nor an associated 
Langevin description (1. 3'), as supposed in the 
preceding sections, exists. Applications, both 
microscopic and macroscopic, are considered in 
the following paper. 28 

I. LANGEVIN-LEVEL DESCRIPTION 

2. DERIVATION OF A THEOREM FOR THE 
DEN~TY-DENSITY OR TWO-POINT CO­
VARIANCE FUNCTION 

We consider the generalized Langevin equations 
of the form (1. 3'), where y = r for macroscopic 
processes, and y = k, or k, q, or k, r, or v, r, etc., 
for microscopic processes, as discussed in the 
preceding section. It is advantageous to write the 
set of equations (1. 3') in the shorter form 

LQI(y, t) = ~(y, t), (2.1) 

where QI = {QlP} =={AnP} and ~ = {~P} are vectors 
in an s-dimensional space8 s and L = [LPq

] is a 
generalized dyadic operator.29 The stochastic 
variables QlP and ~P are defined on the domain 
y ( 5) in (R l, with t as a parameter. The sources e are uncorrelated in time, but not in the co­
ordinates y • 

We consider the idealized circumstances that the 
QlP (y, t) are square integrable in the sense of 
Lebesgue. Thus, as in the problem of electron 
spin in quantum mechaniCS, we define a product 
spaceSS ® £2(:0, (Rl), which is a Hilbert space 3C 
wi th elements QI (y , t). The adj oint elements are 
denoted as Qlt(y,t). We remarked already that 
the Hilbert space 3C for a process QlP(y, t) is a 
generalization of the thermodynamic a-space. 

The scalar product in 3C is defined as 

(QI, (3) = ~ f:1) {3P*(y, t)QlP (y, t)iy 
P 

= f {3t(y,t)QI(y,t)iy = ((3,QI)*. (2.2) 
:1) 

The Langevin equations (2.1) are a transformation 
in the space 3C. If L is a differential operator, 
strictly speaking, the a's must be confined to a 
subensemble guaranteeing absolute continuity or 
similar properties, so that the operations exist. 
Since such a subensemble is everywhere dense in 
3C, there is always a neighboring element which 
may serve as a substitute to idealize the process. 

For a Markovian complete system, we write, in 
accord with (1. 4) 

L =A + la/at, 

I =f.. - la/at, 

(2.3a) 

(2.3b) 
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where I is the idem operator and 1 and A are 
adjoint30 operators. At present, we consider the 
case that A is linear, i.e., additive and homogeneous. 
The latter aspect also involves the boundary condi­
tions (bc). Thus, a "Markovian-linear" process 
excludes the case of stochastic boundary conditions 
on the surface' of ~'. Such processes can be quite 
well "response linear," however, as is discussed 
in Sec. 3C. 

For any two elements we then have 

(l\a, (3) = (a,;\. M, (2.4) 

and from (2.3) 

Pi dt( La ,(3) - Pi dt(a, lM 
o 0 

= (a(y, t 1 ), (3(y, t 1» - (a(y, 0), My, 0», (2.5) 

which is a Green's theorem, relative to the time 
evolution in the space:re. The matrix Green's 
functions of the system (being square matrices) 
are conventionally defined by 

L(I(y,t;y',t') = lo(t-t')o(y -y'), 

Tii(y,t;y',t') = lo(t-t')o(y -y'), 

(2.6a) 

(2.6b) 

satisfying the homogenous bc and adjoint bc. In 
addition, we introduce Green's operators31 by 

g(t,t')y(y,t') = In(y,t;y',t')y(y',t')i,y', 
(2.7a) 

g(t,t')y(y,t') = Iii(:)',t;y',t')y(y',t')iy ', 

(2.7b) 

so that according to Eqs. (2. 6) 

Lg(t, t') = Lg(t, t') = lo(t - t'), 

or for arbitrary y 

Lg(t, t'},,(y, t') = o(t - t')y(y, t'). 

(2.8) 

(2.8') 

The condition for reciprocity can be expressed as 

glv,t;y',t') = gi(Y',t';y,t), 
or 

The solution of (2.1) is now obtained in the stan­
dard way, 32 with the result 

&+0 

(a:(y,t),y(y,t» = fo dt'(g(t, t')Hy, t'),y(y,t» 

+ (g(t, O)a(y, 0), y(y, t», 

which holds for arbitrary y(y, t), so that 

1t+ 0 
a(y,t) = 0 dt' g(t,t')~(y,t') + g(t,O)a(y,O). 

(2.10) 

The operator equations (2.8), together with Eqs. 
(2.3), can also be solved formally, the solution 
being 

g(t, t') = H(t - t') e -/\(t-t'>, (2.11) 

where H is the unit step function. In addition we 
introduce the resolvent (1\ + s)-1, which plays a 
central role in these problems;.. Let cP k (y) and 
1/Iz (y) be eigenstates of 1\ and 1\ in 3C with eigen­
values A k and J1.z' respectively. We then have the 
decomposition33 

1 Pk 
G(s) == 1\ + s = E ~ or 

k k 
100 dP (A) 
o A + s' 

(2.12) 

where P kare the.projectors, i.e., for any f(y), 
P J = (f, 1/1 k)CP k .34 It is clear that the resolvent is 
the Laplace transform of the Green's operator 
g(t, t'): 

g(t,O) = -21 , f G(s) est ds = L)P kH(t) e -Akt
, (2.13) 

Wl 1: k 

where C is a counterclockwise path enclosing all 
poles. Accordingly, we must substitute into (2.10) 

g(t, t')Hy, t') = g(t - t', O)Hy, t') 

= EWt'), 1/1 k)CP k (y) e -A k{t-t'> H(t - t'). (2.14) 
k 

Next, we consider the tensor product space :re(2) = 
:re ® :re, with elements 

a ® (3 = a(y){3tr(yl) == cJ?(y,y') == [cJ?pq(y,y,)]. 

(2.15) 

The scalar product is defined by 

(1Ji, cJ?) = E II cJ?*pq IJipq i y i y ' = II cJ?*: IJid1y d1y'; 

pq (2.16) 
hence 

(a{3tr, yo tr) = (a,y) ((3,0). (2.17) 

From (2.10) we form the average, conditional to 
given a(y, 0); using (2.14), we obtain 

(2.18) 

where the average on the ~'s is unconditional 
since this is a rapidly fluctuating variable with 
zero mean (~> = O. We shall make the change in 
notation t' ~ t, t -t' t + u. We write for the time­
displaced covariance functions in accord with Eq. 
(1.9) 

cJ?(y,y',u) = H.~ (a(y, t + u)atr(y" t))cond; 

(2.19) 
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and in particular for the stationary covariance 
functions 

r(y,y') = lim (a(y,t +u)atr(Y',t»cond; 
t-'J>oo,u ....... o 

(2. 20) 

finally for the sources in accord with Eq. (1. 5) 

Z(y,y')O(t - t') = (e(y,t)~tr(yl, t'». (2.21) 

We make further the customary change in varia­
bles s' - s -7 s", and s' -7 S' - O. Then (2.18) 
reads 

\a(y, t + u)a tr (yl, t» =.6 e -(t'k+AI)t e -Aku t ds ' 
kl 0 

J. I 0 (A + A ) I A " 
X s~:t-u ds" e k I S e- k

S o(s") 

(2.22) 

In order that we do not end on the top of the 0 
function with the integral over ds", it is necessary 
that u > 0, if s' covers the interval (0, t) (see Fig. 
1).35 The integral over s' can now be carried out 
and the limit for t -7 CI) can be taken. This limit 
exists provided all ReA k> O. (For the present we 
exclude eigenvalues zero.) 

We obtain 

""'( ') = ,,' -Aku cp k(y )cpi
r 
(y ') (';;' ./, ."tr) > 0 

'¥ y,y ,u LJe ,+ A -,'I'k'l'l' U • 
kl Ak I 

(2.23) 

The covariance functions will be taken as the limit 
for u -70+: 

I 
CfJk(y)cpir(yl) - tr 

r(y,y')rigbt=.6 A +A (.:.,I/Ikl/ll)· 
kl k I 

(2. 24a) 

s" 

FIG. 1. Pertaining to the integral of Eq. (2.22). 

In order to also obtain the left-hand side (lhs) limit, 
we use the fact that, for a stationary process, cI>(u) = 
cI> tr(_u). Thus, taking the limit when the argument 
-7 0 -, we have 

( 1)1 " CPI(y)cp!r(y') - tr) 
r y,y left = LJ A + A (.:.,l/Ik1/l1 • 

kl k I 
(2. 24b) 

Since we can interchange the summation indices, 
the double sums in Eqs. (2. 24a) and (2. 24b) are 
equal. However, from pure dimensional analysis, 
we can expect that neither limit exists strictly 
speaking, but has a singularity o(y - y ') (cf. Ref. 
14). 

We corroborate this by accepting Eqs. (2. 24) for­
mally, and by taking an internal product with 
1/1 ml/l;r in the space :ret2J

• The required integral 
(2.16) exists and is finite; using biorthogonality, we 
obtain 

(r, I/Iml/l,;r) = (?:, I/Iml/l;r)/(Am + A,,). (2.25) 

This is a'l integral equation for r, which is easily 
converte.u to an operator equation involving A. We 
write 

* * * -* * An 1/1 n = IJn 1/1 n = A 1/1 n , 

t * t t -t 
Aml/l"m = IJml/l m = 1/1 mA , 

(2.26) 

where the operator works to the left in the latter 
case. Thus, multiplying both sides of (2.25) with 
(Am + ~) and substituting (2.26), we obtain 

(r,Ayl/lm(Y)I/I,;r(y/) + I/Im(Y)I/I,;r(yl)Ay> 

(2.27) 

The elements 1/1 ml/l,;r form a basis in :re(2). Thus, 
(2.27) yields for arbitrary W(y,y/) 

(2.28) 

- -tr 
We can view \ ) + ~ Ayl as a tranformation 
operator in!JC 2 ,which has an adjoint. Accordingly, 
the lhs of (2.28) is also 

(2.29) 

Comparing (2.28) and (2.29), we arrive at the 
"A theorem": 

Ayr(y,y') + r(y,y/)A~f = ?:(y,y/). (2.30) 

3. DlSCUSSION OF THE A THEOREM AND 
EXTENSIONS 

The A theorem is the extension of the generalized 
generation-recombination (gr) theorem derived in 
the fifties by van Vliet and Blok, 3 6 using the 
Fokker-Planck equation. Then, for a multivariate 
Markov process N(t) = {NP(t)} of the type (1. 1), 
we obtain 

(~ ~Ntr) M tr + M(~N ~Ntr> = BO, (3.1) 
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where (AN 6.Ntr
) is the covariance matrix,M is r(y,y') = ~ J@(y,0;Y")2(Y",y')iy ' 

the phenomenological relaxation matrix, and BOis 
composed of the steady-state second-order FP = ~Gy(O)S (y, y' ), (3.6) 
moments (Lax'S diffusion matrix9). 

The A theorem enables us to obtain the correla­
tions if the Langevin source kernels 2 are known. 
The latter contain the interactions as we dis­
cussed in the Introduction (see, further, Sec. 7). 

Since the A theorem operates in the product space 
:Je(2), it is generally much more complex in struc­
ture than the phenomenological equations. Typi­
cally, if 1\ is a three-dimensional integrodifferen­
Hal operator of ordinary space, the density corre­
lations r are governed by an equation of the same 
order but of a six-dimensional space. In thermal 
equilibrium the equation for r can be reduced to 
one of a three-dimensional space, however (see 
Sec. 5). 

Instead of the correlation strength of the sources, 
we could also have used their white spectral den­
sities, since from the Wiener-Khintchine theorem 
and Eq. (2. 21), we find 

JOO -iwt' tr 
~tt(y,Y',w)=2 e (Hy,t+t')~ (y',t»dt' 

-00 

= 22(y,y'). (3.2) 

A. Formal solutions 

A formal solution of the A theorem is always 
available in the form of the series expansion, Eqs. 
(2.24). This result is not easily evaluated, except 
when the domain is large and plane waves suffice 
as eigenstates. For a single-variable problem 
(s = 1) in ordinary n-dimensional space (y = r), 
we have 

1 i(k.r+l.r') 

r(r, r') = (217)211 J J ~(k) + >-(1) d'k d"l 

x JJ2(P,p') e-i(k./I+l'P')d"p d"p'. (3.3) 

Returning to the general case, we can write Eqs. 
(2. 24) in the shorter notation: 

p _( ')ptr 
r(y,y') = L; k,y':' y,y l,y' 

kl >- k + Al 

== JJ~t(YY',zz')2(z,z')dIZ d1z' = Kyy'2(y,y'), 

(3.4) 

where evidently ~{ is the Green's function and K is 
the Green's operator relevant to the A theorem. 
We note the following decomposition of K: 

(3.5) 

In Sec. 5 we prove that in thermal equilibrium the 
two terms in the A theorem are equal. This tre­
mendous simplification means that in this case 
the solution can be given in terms of the Green's 
operator associated with 1\ , i.e., the resolvent 
G(s = 0): 

with [cf,(2.12)] 

~G(O) = L;Pk/2>-k (= L;PkPi
r 

/2>-k), (3.7) 
k kl 

where @(y,s;y") is the Laplace-transformed 
Green's function used by van Vliet and Fassett14; 

the last expression in (3.7) is given for compari­
son with (3. 5).37 

Another form of the solution will yet be stated. 
We go back to (2.23), and write this equation as 

<I>(y,y',u) 

= L; Jooocit e -Ak(t+u) e -AltH(u)cp k( y )cpir(y ')(2, 1/I
k
1/lir) 

hi 

= Joo dt e-Ak(t+U) e -Al(t) H(u)P 2(y y,)ptr , o k,y , l,y 
(3.8a) 

_ ( It) Joodt -Akt -A/(t-U)p ';:/( ')ptr - a e e k,y-.Y'y l,y" 
u 

(3.8b) 

In view of (2. 13) this becomes 

<I>(y,y',u) = J dt 9y(t + u, 0)2(Y,Y')9;f(t, 0) 

o (3.9a) 

Joo tr = (alt) dt 9y(t) 2 9y' (t - u), (3.9b) 
u 

with u > 0 in both expressions. In practice this 
is a formidable integral (over t,y, and y'), For 
the variance, both (3. 9a) and (3. 9b) give the result 

r(y,y') = Joo dt 9y (t, 0)2(y,y')9;f(t, 0). (3.10) 
o 

We notice that r(y,y') = rtr(y',y), as it should be. 

B. Connection with the Two-Point Distribution 
Functions of BBGKY 

The correlation functions are connected to the 
covariance functions by 

F~q(YllY2) = rPq
(YllY2) + (nP(Yl» (n

q
(Y2» 

(3.11) 

where F.1 is the solution of the steady-state pheno­
menological equations. Our correlation functions 
are not identical w#h the two-point distribution 
functions f 2 of the BBCKY procedure which follow 
from the canonical ensemble or by integration of 
the Liouville equation. The connection is easily 
shown to be 

Ff(YVY2) =f~q(Y1'Y2) + OM f~(Y1) O(YI -Y2)' 
(3.12) 

where f 1 == F 1 is the one-point distribution func­
tion. We note the correct normalization: The lhs 
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is normalized to NP~ the first term on the rhs 
is normalized to NPN . (p "'" q) or to N P (NP - 1) 
(p = q), and the second term to 6 PQN P• Comparing 
with (3.11), we have also 

rpq
(Yl'Y2) =f~Q(Yl>Y2) -ff(Yl)j~(Y2) 

(3.13) 

The simplest truncation rule of the BBGKY hier­
archy to lowest order involves the assumption of 
molecular chaos: f~ (y 1> y 2) ~ f~ (y l)f ~ (y 2)' This 
means that 

(3.14) 

This remaining covariance has nothing to do with 
physical interactions; it stems purely from a 
"dimensional singularity". The reason for (3.14) 
is easily demonstrated. For the case y == r 

= O(noV), (3.15) 

or38 

~n(r)~n(r/» = O(l/no V)<o(r - r/) if I r-r/I~O. 
(n{r» (n{r /» 0 if I r - r' I -) 00 

(3. 16) 

Moreover, (3.14) is directly verified for the case 
that particles are distributed at random over K 
elements of a volume V according to the multi­
nomial distribution, with K, V ~ 00. 39 

c. Differential Operators with Stochastic Boun-
dary Conditions 

Interactions at the boundary may sometimes re­
sult in stochastic boundary conditions. Examples 
for macroscopic situations are easily furnished; 
e.g., when a steady diffusive flow occurs, the aver­
.age gradient <v oa) is zero at the boundary, but the 
instantaneous gradient can be stochastic, Voa(ro, t) = 
\)(r 0' t), where r ° is a surface position coordinate. 
In a microscopic description in phase space this 
situation will not occur [expressions for the par­
ticle and energy transfer, like J vn(r, k, t)d 3k have 
instantaneous validity, but a macroscopic expres­
sion like J = DVn(r) has not]. Therefore,the follow­
ing results have only macroscopic significance, 
i.e.,y = r. 

We write the stochastic boundary conditions' on the 
surface S of 5) as 

(3.17) 

where Yo E: S and I is a surface operator. The 
effect of u will appear in the bilinear concomitant 
of the Green's theorem relevant to /\: 

(/\ a , (3) - (a , A(3) = j C[ a, {3 *]dS . (3.18) 

We assume that C contains a term of the form 

(:It m 1" I a, where m is another surface operator. 
With homogeneous bc In = 0, and suitable ad­
joint bc of g, the bilinear concomitant gives 

f C[ a(yo, t'), g*(yo' t'; y, t)]dS 

= f g'(y, t;yo, t'l m;o v(Yo, t') dSyo 

== hs(t, t') u(Yo' t '), (3.19) 

where bs is introduced for convenience as a sur­
face Green's operator. The result analogous to 
(2.10) is now 

a(y, t) = g(t, O)a(y, 0) + Jot + 
0 

dt'[g(t, t')~(y, t') 

+ hs (t' t')U (Yo' t')]. (3.20) 

Similar to (2.21) we have the equation 

(3.21) 

whereas we assume that v and ~ are uncorrelated. 

Instead of (3. 9), we obtain in a similar fashion 

r(y,y') = JoCOdt[9y(t,O):::(y,yl)g~~(t,O) 
+ hSy(t, O)T(yo,yo)h;;'(t, 0)]. (3.22) 

However, the boundary term often does not contri­
bute to the correlations. If we operate on (3.22) 
with /\, ~ + <-/\", we find that the last term yields 
zero, i.e., is a solution of the homogeneous equa­
tion 

(3.23) 

whereas the volume term yields again the A 
theorem. To see this, we only need Eqs. (2. 6), 
(2.3), and 

limg(y,t;Y',t') = 0, 
t~oo . 

lim o(y t,y' t') = o(y - y'). 
t-+ tl+O " 

(3.24) 

(3.25) 

Further examination indicates that the surface 
part of (3.22) can only contribute to the covariance 
of two surface points, as long as (~u) = O. 

D. Integral Operators and Constraints 

The macroscopic transport equations of mathe­
matical physics which are first order in the time 
are often integral equations, although they may 
appear in a diffusion approximation (for an exam­
ple, see Ref. 28). The microscopic equations are 
certainly of an integral nature. 

The solutions of the A theorem were formally 
stated in Eqs. (3.4) and (3.6), with the help of 
Green's functions 51 (y ,y';z, Z/) and @j(Y, O;y ') per­
taining to /\ ~ + <-/\ 1 and /\ ,respectively. These 

y y .y t I ' O· Green's functions always· eXlS un ess I\. = IS an 
eigenvalue of /\. This means that the homogeneous 
equation /\cp = 0 has a solution other than the 
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trivial solution cP = O. Clearly, in that case there is r(y,y') = roo(y,y') - (n(y»(n tr (y'»N-2 
also a nontrivial solution H in :re(2) of Eq. (3. 23). 1, 1, x D Droodlyd1y'. (3.32) 
This unfortunate situation is not the exception but 
the rule when dealing with integral transport equa­
tions. If the phenomenological equations are linear 
in nP(y), rather than linearized in aP(y),as is,e.g., 
the case for the Boltzmann equation of a classical 
gas, the equation A[y(y)] = 0 always has a solution, 
viz., the steady state ng(y). [The same argument 
does not apply to differential equations, since n(y) 
and a(y) satisfy different boundary conditions.] 
If the domain:O under consideration is large, this 
solution i!;l not bothersome, however. The norma­
lized eigenfunction CPo associated with A = 0 is of 
order V-1/2, where V is the volume of:O. Thus, 
for V --) 00, CPo approaches the trivial solution and 
must be discarded. For finite V, a Green's func­
tion exists only if the following holds. 40 Let e be 
a solution of the adjoint homogeneous equation to 
the A theorem: 

Lax also arrived at these rules by performing a 
transformation on the random variables which 
decouples them so that roo is diagonal. This per­
mits an easy discussion of the A = 0 case. There 
is essentially no necessity for this procedure, 
as long as one proves (3. 27). Equations of the 
nature of (3. 32) , connecting canonical and grand 
canonical averages, have also been derived by us 
by statistical-mechanical procedures. 

4. APPROACH TO THE STEADY STATE 

We shall find an expression for the conditional 
covariance, using a method analogous to Refs. 2 
and 4. 

The solution (2.10) will be written in the form 

\e(y,y') + e(y,y')A~~ = 0; 

then we require that 

(3.26) X(y,t) == a(y,t) - g(t,O)a(y,O) 

= J;+o dt" g(t, t"H (y, t"). (4.1) 

(6,2:) = O. (3. 27) The covariance function of the quantities X is 
denoted by 

For the linear Boltzmann case we show in Appen­
dix A that this condition is met. We can thus con­
struct Green's operators in the extended sense. 
The defining equations for these operators are 

AyKyy, + Kyy,f\~~ = 1- IH(y,y'»( e(y,y') I, (3.28) 

AG(O) = 1-ICPo)(lVol = 1- Po; (3.29) 

this follows easily from the standard definition 
for the extended Green's functions. 41 It thus fol­
lows immediately that the expansions for K and 
G(O), Eqs. (3. 5) and (3. 7), are still correctprovid­
ing the terms with ~k = ~ I = 0 are omitted (sig-

nified·by the use of 1.]' instead of 1.]). Likewise, 

Eqs. (2.23), (2. 24),and (3.3) can be maintained, 

if L:: is replaced by ,£' ,thereby revalidating our 
method of Sect. 2. 

Lax15 indicated that we may wish to use the solu­
tion of the homogeneous equation, which can be 
added at liberty to the particular solution (2.24), 
in order to satisfy certain constraints. In particu­
lar, one may want to satisfy the canonical particle 
constraint 

(3.30) 

with, as a consequence, 

(3.31) 

In the linear Boltzmann case, the solution of the 
homogeneous A theorem is simply (n(y» (ntr(y». 
Denoting by reo the solution without constraint, we 
find that 

X t (y,y') = (X(y, t>x tr(y" t»cood 

= (a(y, t)atr(y" t»cood 

- gy(t, O)a(y, O)atr(y', O)g;,r(t, 0). (4.2) 

The rhs is given by the main term (1.] k) in Eq. 

(2.18). We substitute the results of Eqs. (2.22) 
and (2.25) and find 

where P k and PI are again projectors of A. Sub­
stituting back (2. 13), we arrive at the following 
connection between the conditional covariance 
X t and the steady-state covariance r: 

X t (y,y') = r(y,y') - gy(t, O)r(y,Y')g~r(t, 0). (4.4) 

As in Ref. 2, one can find the conditional Markov 
functional P[a(y, t) I a(y, 0)] in the Gaussian 
apprOximation. Clearly 

P[a(y, t) la(y, 0)] = P[X(.:v, t)]. 

Let the characteristic functional be F[w(y)], 
defined by the functional integration: 

(4.5) 

F[w(y, t)] = J oxP[x(Y, t)]e2d (x,w), (4.6a) 

with inversion 

P[x (y, t)] = JowF[w(y, t)]e-2rr i(x. w). (4.6b) 
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Using (4.1), (4. 4), and (4. 5), we obtain 

p[O'{y, t) I O'{y, 0)] =10w exp{ - 21Ti([0'{y, t) 

- 9)t, O)O'(y, 0)], w(y» - ~([r(y,y') 

- 9y{t, 0)r{y,)")9~r(t, 0)], w{y)wtr(y'»}. (4.7) 

Though the Green's functions decrease monotoni­
cally with t, we cannot speak of the familiar 
"exponentially smoothed" path; the formal result 
(4.7) is much more complex. 

5. THERMAL EQUILIBRIUM PROPERTIES 

In thermal equilibrium important simplifications 
occur; the argument is closely parallel to that 
for processes in a finite-dimensional vector 
space 9 and is a modification of Onsager's original 
argument. 42 From Eqs. (4. 1) we have 

(x{y, t)O'tr{y', 0» 

= (O' (y, t)O'tr{y', 0» - 9y(t)(0'(y, O)O'tr{y', 0» 

= cI>{y,y',t) - 9y{t)r{y,y') ~ O. (5.1) 

The result is zero for times larger than the colli­
sion time [compare the rhs of Eq. (4.1)]. Like­
wise we obtain 

(X{y', t)O'tr{y, 0» = cI>{y' ,y, t) - 9y,(t)r(y,y') ~ o. 
(5.2) 

For a stationary process we noted before 

cI>tr{y',y,t) = cI>{y,y',- t); (5.3) 

for a microscopically reversible process, in addi­
tion, we note 

cI> ( y , y , ,- t) = cI> (y , y' , t). (5.4) 

Whence from (5.10) -(5.4) we obtain for such a 
process 

(5.5) 

Since this is true for all t, it is also true for the 
l,aplace-transformed result 

(5.5') 

When we operate on this with (Ay~) (~A;,n, we 
find alternately 

(5.6) 

Thus the two terms in the A theorem are equal 
as we contemplated before, and we have 

(5.7) 

Equation (5. 6), valid for all y ,y' and all compo­
nents of A, is a set of generalized Onsager rela­
tions. To see this, we must show that the dyad 
Ayr{y,y'),or the dyad Z,is a generalized conduc­
tance in flow equations derived from entropy 

transport. To this purpose, we define the conju­
gate variables to O' by the functional derivative 
k-1oS/oO' = 0 logP[O'{y)]/oO'. For the thermal 
equilibrium case these variables are related to 
the intensive variables associated with the local 
entropy production. From Eqs. (4,6) and (4.7) it 
follows that the conjugate variables ("forces") have 
the same distribution as the functions w if t ~ 00; 
Le., 

P to l~;~J = l~~F[w{y, t)] == F[w(y)]. (5.8) 

Further we find 

(w(y)O'tr(y'» = 1(0 lOgP) O'tr(y')oO' 
OO' y 

= - ~o{y - y'). (5.9) 

as is found by integration by parts;.~ is the unit 
matrix. Consequently, from (5.7) and (5.9) we 
obtain 

Ay (a(y)O'tr(y') ) o(y' - y") 

= - ~ Z (y,y')'(w{y,)O'tr{y"». (5.10) 

We integrate over dIy' and use (~. 3a) and (2.1). 
This gives 

«aO'~~, t) _ ~ 1 Z(y,y')w{y', t)dIy) O'tr{y", t)) = O. 
(5.11) 

This means the quantity in large parens is un­
correlated with O',tr (y") or it is zero. The latter 
is the case, and so we have 

These relations connect the flow rates a with the 
applied thermodynamic forces; they are the 
generalization of the linear flow equations of 
irreversible thermodynamics. The sources Z 
appear now as "generalized conductances". They 
are Onsager coefficients with the symmetry 
property (1. 6). 

A sufflcient condition for microscopic reversibility 
is thermal equilibrium. For the steady state we 
cannot say much in general. Clearly, r(y ,y') is 
symmetrical in y and y' , and, as discussed by 
Balescu,43 it is of the form F( I r - r' I) + 
H{r)H{r'), where the first term involves correla­
tion on the molecular distance scale, and the 
second one possible correlations on the hydro­
dynamic (macroscopic) distance scale. For 
H(r) "" 0, Eq. (5. 6) is usually not satisfied. 

6. SPECTRAL FUNCTIONS 

In Ref. 14 the spectra were derived from an intui­
tive probabilistic approach. We can arrive at 
these results also following Sec. 2; we shall 
generalize them to other useful forms. 
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First we notice that according to Bayes's theo­
rem44 the two-time probability can be linked to a 
conditional probability. This is true for finite­
dimensional processes, but can be expected to hold 
for functionals as well [see, however, the paragraph 
subsequent to Eq. (6. 13)]: 

P 2 [n(y, t);n'(Y, t')] = P[n(y, t) In'(Y, t')]P1 [n'(Y)]. 
(6.1) 

Or, multiplying with 0' (y, t)O'tr (Y', 0) and aver­
aging, we obtain 

<1>(y,y',t) = «O'(y,t»cood1Da(Y,.O)O'tr(y',O», (6.2) 

whence from (2. 10) 

<1>(y,y', t) = 9y (t, O)(O'(Y, O)O'tr(y" 0» 

= 9y(t,0)r(y,y'), t:;. O. (6.3) 

For negative t we can interchange y and y' [cf. 
Eq. (5. 3)]: 

<I?(J"y',t) = <1>tr(y',y,_ t) = r(y,y')9;;(- t,O), 

t:s O. (6.4) 

The spectra 6(Y,y',w) are the Fourier trans­
forms of the function <1>. Instead, we break the 
interval (- CfJ, oc) into two parts and take the 
Laplace transform. Then, from (6.3) and (6.4): 

6(y,y', w) = 2Gy (iw)r(y,y') + 2r(y,y')G;;( - iw), 
(6.5) 

where G is again the resolvent operator. (The 
conditions under which a function has a Fourier 
transform and a Laplace transform are quite 
different. This is discussed in Appendix B.) The 
terms on the rhs of (6.5) are Hermitean conju­
gate to each other; if the process is microscopi­
cally reversible, they are complex conjugate to 
each other [cf. Eq. (5. 5)]. Consequently, for such 
processes 

6(Y,y', w) Irrdcr rev = 4ReG" (iw)r(y,y'). (6.6) 

The spectra can also be expressed· in the sources. 
We obtain, operating on 6 with /\y + iw from the 
left and with /\~; - iw from the right: 

fAy + iW)6(Y,Y',w)fA;;-iw) 

= 2r(Y,Y')/\~r + ?Ayr(y,y') = 2:E:(y,y'), (6.7) 

where we used the A theorem. For "Markovian 
linear" processes the solution of this operator 
equation is immediate: 

6(Y,y',W) = 2Gy(iw):=:(y,Y')G:~(- iw). (6.8) 

The boundary conditions on 6 (y , y , , w) are the same 
as those on G]I and Gy,; hence they are automati­
cally fulfilled. Since (6.7) is of higher order in 
/\ , there could be other solutions, however. In order 
to compare (6.5) and (6.8) further, we make a 

spectral decomposition of the resolvent and employ 
(3.4). Then (6. 5) gives 

+ hcj 

+_1 ) 
Al -iw 

(6.9) 

where we used the projector property P mV Pk" = 
0mkPkY and where hcj denotes the Hermitian conju­
gate of the preceding term. From (6.8) we have 

P - ptr 
ky::" iy' 

6 = 26 (A + iW)(A - iw)' 
kl k t 

(6.10) 

which by partial fractions gives the same result. 
Further, we easily deduce from this the low- and 
high-frequency asymptotes (the latter only if a 
highest Ak exists): 

/\y6/\},r = 2E, w --70, 

Re6 = 2Z/w2 , w large. 

(6. 11) 

(6.12) 

For a second avenue, we could have started from 
Eqs. (3.9). NOW, Eq. (3. 9a),.is a convolution of 
Fourier transforms and Eq. (3. 9b) is a convolution 
of Laplace transforms. We prefer the latter; then, 
the transform for u> 0 is just Gy(s):=:G~(- s) 
(Sneddon45 ). Thus (6.8) is obtained once more. 

Expression (6.8) is much less pleasant to work 
with than (6.5) since it is quadratic in the resol­
vent. Often, the covariance function can be found 
by inspection of the A theorem. If by this or other 
means the covariances are known, the correlation 
method, with the spectra given by (6.5), is much to 
be preferred over the response ur source method, 
with the spectra given by (6.8). 

For microscopically reversible processes, a 
more simple source expression results, from 
(6.6) and (3.6): 

6(y,y', w) I micr rev =2 ReGy (iw)Gy (0) Z (y,y'). 
(6.13) 

Complications arise if the process has surface 
sources, but is still "response linear". We know 
from examples that the spectrum (6.5) in this 
case is incomplete. 46 The reason is, in our opinion, 
that (6.1) does not hold [the conditional probability 
functional is undetermined, unless D( y, t) is 
specified]. Thus only the second avenue is open. 
Starting from (3.20), we obtain for <1> an extension 
of (3.8), involving the surface terms. The Laplace­
transformed result yields for the spectra 

6(Y,Y', w) = 2Gy(iw) :=: (y,y')GV (- iw) 

+ 2HSY (iw)T(Yo,Yo)H1;,(- iw). (6.14) 

The bulk term (first term on the rhs) can be re­
verted to the form (6.5) using the covariance 
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function r/(y,y/) minus the contribution from sur­
face singularities. The surface terms remain,to 
our knowledge, always quadratic in the Green's func­
tions. The result analogous to (6.5) is then,with the 
proper homogeneous be applied to G, 

~(y,y', w) = 2Gy(iw)r /(y,y/) + 2r/(y,y/)G~~( - iw) 

+ 2HSY (iw)T(yo,yo) H~:/(- iw) 

+ 2[HSy(iw)lyr/(Yo,Y/)G~r, (- iw) + hcj]. 
(6. 15) 

Additional spectra. In various applications it is 
necessary to know the spectra of (Qa(y, t)atr 

(y, t) Rtr, where Q and R are linear operators in 
X. One finds, denoting these spectra as !;QR' 

!;QR(y,y',W) = Qyr,(y,y',W) RY,; 

e.g., in conjunction with (6.5), 

~QR = 2QPy(+ iW)r(y,y')R}r + hcj 

(6. 16) 

= 2JdlY"Qi~J(y, + iw;Y")R;~ + hcj. (6.16 /) 

This expression must be interpreted with care. 
The operators Q and R can only be taken inside 
the integral if the result is interpreted as a 
Schwartz distribution, possibly involving 0 func­
tions, 0' functions, etc. For instance, if we have 
Q = d2 /dy 2 in a one-dimensional problem, the 
function d 2 {!l / dy 2 is discontinuous at y = y" , rep­
resented by the distributional derivative 

d2 @(y, s; y")/dy 2 

= {d2(!l/dy 2}' + [d@/dy];~g o(y - Y"), 

where the curly bracket {}' means an expression 
undefined for y = y". One easily verifies that this 
result, when integrated over <P(y"), is in agreement 
with the explicit procedure in which the integral 
is broken up into two parts (y" < y,y" > y) and in 
which one obtains terms from differentiation to 
the limits in the integrals. Likewise, in a three­
dimensional diffusion example the singularity at 
r = 0 must be noted as 

v 2 @(r,s;r") ={v 2 ®}' -41TK6(r-r"), 

where K/ Ir - r"l is the limit of ® for r ~ r". 
The contributions from these Singularities are 
quite important. 

In some macroscopic problems46 the cross 
correlation spectra II(y, Y I w) of the densities 
and the sources, (a (y, t)~tr(y', t» ,are of interest. 
They follow from a definition in accord with 
(1.10) and (2.19): 

j 00 iwu ( ) Il(y,y', w) = 2 lim e (a y, t 
t.....,.oo -00 

X ~tr(y', t + U»conddu' 

= 2 lim 1'00 eiwtul-t\a(y, t) 
t -+00 -00 

In this we substitute the solution (2. 10) of the 
Langevin equation. The initial term can be omitted 
in view of (3.24). Hence we obtain 

II(y I ) - 2 1· 100 
iW(UI-t)d I ,y ,W - 1m e u 

t-+oo -00 

j t+O 
X dt' 9y (t, t') Z (y ,Y')O(t' - u

/
). (6. 18) 

o 

We change the order of integration, so the integral 
over the 0 function can be carried out for any t': 

I t -iw(t-tl) 
II(y,y', w) = 2 lim dt' e 9P, tl)E:(y,y'). 

t-> 0() 0 
(6.19) 

From the series expansion for 9 we see 

9y (t, t') = 9y(T,0), T = t - t'. 

Thus we arrive at 
t . T 

II(y, y', w) = 2 lim I dTe -'w 9
y
(T, 0) E: (y ,y,) 

t ... C0 0 

= 2 J 00 dTe-iWTg)T,O)E:(y,y') 
o 

= 2 G/iw):E:(y,y/). (6.20) 

These spectra, like those of (6. 5),are linear in 
the resolvant operator. 

n. LINKS WITH THE MASTER-RATE 
FUNCTIONAL 

7. SOURCES AND GENERALIZED FOKKER­
PLANCK MOMENTS 

We now carry out the other program, mentioned 
in Sec. 1, and establish the relationships between 
1\ and Z with the" master-rate functional" via 
generalized FP moments (this section), and find 
expression for the collisional part of 1\ and for 
E: for a number of cases (next section). 

The master-rate functional is defined by 

W[n(y), n'(y)] = lim (1/ ~t)P[n'(y, M) In(y, 0)]. 
/::,t -+0 

(7.1) 

The limit is, however, to be taken with a grain of 
salt. Actually ~t must be short compared to re­
laxation times for the densities n(y, t), but long 
with respect to·the time duration of interaction 
(as is clear in van Hove'S derivation of the 
ME19). We now define the first generalized FP 
moments as follows 47 : 

= j on'(y)Ty [n'(y) -n(y, t)] W[n(y),n'(y)], 
1 (7.2) 

B
y1y2

[n(y, t)] 

X ~(y', u'» cond du' • (6.17) = lim (1/ M) ({n(y l' t + M) - n(y l' t)} 
/::'t-+O 
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x {n(yz, t + At) -n(yz' t)}tr) coll 

= J on' (y)TyJn/(y) -n(y, t)]TY2 [n/(y)-n(y, t)]tr 

X W[n(y), n'(Y)]. (7.3) 

Here TYl is a distribution which projects the func­
tions at the point Yi' The integrals are over the 
function space of n'(y). 

In the definition of these moments there is an 
ambiguity peculiar to transport processes. 
Changes in the local densities occur both due to 
ponderomotive forces giving rise to streaming 
and due to local forces giving rise to collisions. 
Streaming changes are always of order At; hence 
they contribute possibly. to A, but never to B. 
In order to define both moments consistently, we 
incorporate only changes due to collisions, whence 
the subscript coll in (7.2) and (7.3); Similarly for 
the Wof equation (7.1). The Lan,gevin equations 
(2.1) are accordingly written as 

of this result is smooth and of order At. Whence, 
multiplying with the transpose result for y', we get 

([n(y, t + At) - (n(y, t»][n(y', t + At 

- (n(y', t»]tr) cou/ At 

1 J b.tj b.t 
=At 0 0 dt'dt"(Hy,t')I;tr(y',t"»+O(At). 

(7.8) 

Or, using as new variables t' and t' - til, we find, 
observing (1. 5), 

(7.9) 

a result entirely analogous to that of simple 
Brownian motion. The second-order FP moments, 
evaluated as functional of (n(y» will also be de­
noted as BO ,; these moments are not stochastic, 
but are siJz~le bivariate functions of y and y'. . 

8. EXPRESSIONS FOR THE FP MOMENTS 

(~~\mooth + 1\ str n(y, t) - (~~)Coll = ~(y, f), (7.4) We proceed with the calculation of A and B. 

where 1\ str refers to the streaming part of 1\. 
In contrast to our view expressed by (2.1), we shall 
look upon the first term as the smooth part of the 
local derivative, whereas the stochastic part is 
included in the change due to collisions, i.e., the 
third term. Averaging this term over a time At, 
of smallness indicated above, so that <~) b.t = 0, 
we find from the definition (7. 2) 

Generally, an m-body collision (e.g., in a SOlid) 
is ch¥a2.terized~by the transition rate T(yflyz 2 
y~m,Yily~2 ••• y:;'m) , where m particles of 
.. species"or bands Pv ... ,Pm and "states" 
yfl .•. y~m are excited or de-excited into species 
Ql, •• " Q m with states y'I? ... y !m. (For the con­
cepts in quotes, see the Introduction.) We consider 
first the simple case of one-body colliSions, with 
no inter band transitions or change in species. 
Thus, T(yP,y,q) = QP(y,y')opq. The master-rate 

(7.5) functional for this case is 

where the second equality defines the (linearized) 
collision operator. The firs t order FP moments 
are therefore stochastic elements of :Ie. Taking 
another conditional average over an ensemble with 
'fixed n(y,o), we have for the phenomenological 
equations from (7. 4) 

W[n(y),n'(y)] = I; J J QP(Yl'YZ)dYl dyz 
p,q'f-P 

x o[n'P(Y), nP(y) - o(y - Yl) + o(y - Yz)] 

x o[n/q(y), nq(y)]. 

The functional integrations (7. 1) and (7. 2) can 
now be carried out. The result iS48 

(8.1) 

a at (n(y, t) cood + I\str (n(y, t)) cond 

+ 1\ coll (An(y, t» concl = ° 
A~[n(y, t)] = J dy'[QP(y"y) - QP{y,y')]. (8.2) 

(7.6) B;;,[n(y,t)] =-{QP(y',y) + QP(y,y')}opq 
or 

:t (n(y, f» cow + I\s tr (n(y, t» cond 

= (A y [n{y , t)]) c ond . (7.6') 

To find the connection with the second-order FP 
moments, we use the hydrodynamic derivative 
d/dt = a/at + "str and integrate (7.4) over a 
time At, starting from the stationary state (n(y, t». 
The result is 

n(y + jlAt, t + At) - (n(y, t» = [n(y, t + At) 
t+b.t 

- (n(y, t})]coll + J ~ (y, t'}dt'. 
t 

With regard to our interpretation of (7.4), the Ihs 

+ o(y - y/) J dy"[QP(y",y) + QP(y,y")]Opq. 
(8.3) 

The case that tranSitions occur from one species 
to another, without change in coordinates (macro­
scopiC theory) or change in coordinates and k 
vector (microscopj.c theory) is characterized by 
T(yP,y'q) = PPq(y)O(y - y'). The situation is the 
same as in Ref. 10, if we consider a section An 
of the y-space. Thus, writing 1/ An '" o(y ~ y'}, 
we obtain 

A: [n(y, t)] = ~'[pSP(y) _ Pps(y», (8.4) 
s 

p ~ q, (8.5) 
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B;;, [n(y, i)] == - ~,[p<p(y) + PPS(y)]6(Y - y'). 
s (8.6) 

The dimension of A is ~rl, that of B, ~r2. 

Finally, we consider a one-component system with 
two-body collisions. The master-rate functional is 

W[n(y),n'(Y)] == % 1111 Q(YIY2'Y3Y4)dYldY2dY3dY4 

x lI[n'(y), n(y) - o(y - y 1) - lI(y - Y 2) 

(8.7) 

The factor % is put in since otherwise collisions 
between particle s at y 1 and y 2 would be counted 
twice; further we assumed 

Q(y1Y2,Y3Y4) == Q(Y2Y1'Y3Y4) = Q(Y1Y2,Y4Y3) 

== Q(Y2Y t'Y4Y3), (8.8) 

while Q = 0 if any two of the four y's are equal. 
For the FP moments we find 

Ay == Jjl dY2dY3dY4[Q(Y3Y2'YY4) - Q(YY2'Y3Y4)] 

and 

Bn' == II dY1dY2(Q(yy"Y1Y2) +Q(YIY 2'YY') 

- 2Q(YY1,y'Y2) - 2Q(y'y l' YY2)] 

+ o(y - Y') Jfl dy tdY2dY3(Q(YYllY2Y3) 

(8.9) 

(8.10) 

We note that in all expressions Q depends on the 
instantaneous values of n(y, t), at the appropriate 
points Y l'Y 2' etc. The expressions for A [Eqs. 
(8.2), (8. 4), and (8.9») express properly the colli­
sional part of the phenomenological equations. 
The expressions for B must be evaluated for n(y, t) ~ 
(n(y, t)). 

9. CONCLUSIONS 

In the kinetic approach to statistical mechanics, 
the basic equations are the Liouville and the von 
Neumann equation, which under certain conditions 
reduce to a Markovian master equation. The latter, 
in turn, leads to a set of Langevin equations, in 
whic\l a complicated set of interactions is replaced 
by fluctuating source functions. These equations 
describe the approach to equilibrium (or the steady 
state), as well as fluctuations around this state. 

We have considered fluctuations in densities 
nP(y, t), where Y is a continuous variable in a 
m~croscopiC or microscopic domain :n of a space 
cJt • We do not generalize, in contrast to earlier 
papers by Lax9 and by van Vliet and Fassett,10 the 
results of finite-dimensional Markovian processes 
to the cases considered; instead, mathematical pro­
cedures, applicable to the situation, are introduced. 
In particular, we use a Hilbert space representa­
tion for the stochastic densities nP (y , t) and a 
spectral decomposition of the resolvent for the 
Markovian transport operator L = a/a t + t\ • 

With this procedure, the" A theorem" for the two­
point covariance functions r [Eq. (2. 30)] is de­
rived. This is a powerful theorem which permits 
r to be found from a kinetic point of View, i.e. 
from /\ and 2. Several solutions are stated [Eqs. 
(3.3), (3.4), (3.10)]. 

The approach to the steady state is treated in a 
manner similar to Uhlenbeck and Ornstein's origi­
nal method. 2 However, due to the denumerably 
infinite or continuous spectrum of eigenvalues of 
t\ , we do not find the familiar exponentially 
smoothed path,49 but a complex result, Eq. (4. 7). 
In thermal equilibrium the same symmetry exists 
as for finite-dimenSional processes, allowing us 
to solve the A theorem directly if the resolvent t\ 
is known. Generalized Onsager relations are de­
rived [cf.Eq. (5.12)]. 

For the spectral intensities ~pq(y ,Y I, w) or Four­
ier transforms of the two-point time-displaced 
covariance functions, two types of expressions are 
derived. First, expressions linear in the resolvent 
operator are obtained (these are equivalent to the 
Laplace-transformed Green's function formalism 
of Ref. 14), Eqs. (6.5) and (6.6). This result is 
limited, however, to "Markovian linear" processes 
and excludes stochastic boundary conditions (as 
was not clear in the treatment of Ref. 14). Expres­
sions quadratic in the resolvent operator are more 
complex but have general validity. (Eqs. (6. 8), 
(6.13), and (6.14)]. 

Finally, the Langevin sources Z are linked to the 
master-rate functional fot the transitions of the 
over-all system state. The connection with the FP 
moments A and B, more complex than for finite­
dimensional processes (due to streaming terms of 
/\), is given in Eqs. (7. 6' ) and (7.9). These FP 
moments are indispensable in order to know the 
correct t\ and Z of the A theorem and are comput­
ed for three cases: transitions which interchange 
species, Eqs (8.4)-(8.6); one-body colliSions, Eqs. 
(8.2) and (8.3); two-body colliSions, Eqs. (8. 9) and 
(8.10). The expressions for A indicate that the 
Markovian forry, of t\ is usually an integral form. 
Eqs. (8.2) and (8.9), similar to the Boltzmann col­
lision integral. The results (8.3) and (8.10) for 
B are new and will be verified in the applications.28 

ACKNOWLEDGMENTS 

I have benefited from discussions and seminars 
about this work in various places. An earlier ver­
sion was discussed with Professor C. Th. J. Alke­
made and Dr. R. J. J. Zylstra from the University 
of Utrecht, as well as with others at the Institute 
for Theoretical Physics in Utrecht during the 
spring of 1968. I am indebted to Professor L. van 
Hove for a discussion about the master equation. 
Further, I thank Professor A.vander Zielin 
Minneapolis and several colleagues in Montreal 
for comments and encouragement. 



                                                                                                                                    

MAR K 0 V A P PRO A C H TO DEN SIT Y FLU C T U A T ION S. I 1995 

APPENDIX k EXISTENCE OF A SOLUTION FOR We must compute 
THE VELOCITY CORRELATION 
FUNCTION ASSOCIATED WITH (a,B) = 11 B(y,y')a(y,y')dydy'. 
THE BOLTZMANN TRANSPORT 
EQUATION We take B from Eq. (8. 3). Then it follows that 

In order that the A theorem have a solution for 
integral operators, it is necessary and sufficient 
that the source function [or the second-order FP 
moment B, Eq. (7.9)] is orthogonal to the solution 
a of the adjoint homogeneous equation [cf. Eq. 
(3.26)]. Since we speak of integral operators, one 
may suppose that we ignore the streaming terms 
of the Boltzmann equation. This is not quite so. 
The term voVrn(r, v, t) must be absent, since nand 
CI' satisfy different bc on the boundary of the do­
main ~(r). Consequently, we exclude r dependence. 
However, the term (F/m)oVvn(v, t) is harmless, 
since the bc on the surface of the domain in v 
space are of a general nature: all functions 
l/I(lvl -) 00) vanish. We thus write for the trans­
port in v space of a one-component classical gas 
(see also Ref. 28) 

an~~,t) =-(F/m)oVvn(v,t) + In(v",t)t(v",v)d3v" 

- n(v, t) 1 ~ (v, v")d3v" 

= J d 3v" n(v", t)[t(v", v) + (F/m)oVv',6(v"-v)] 

-n(v,t) It(v,v")d3v "• (A1) 

The terms in the square brackets we denote by 
w(y",y), the last integral to the right by q(y) and 
y = v (or in the quantum analog,y = k). Then, 
since the equation is linear in n(y, t), the same 
result holds for the fluctuations; therefore, 

Ay(y) = - J dy" w(y",y)y(y") + y(y)q(y). 
(A2) 

This is satisfied by the steady-state solution 

An(y} = - J dy" w(y",y)n(y") + n(y)q(y) = O. 
(A3) 

Then for any function 1/I(y,y') we have 

Ayl/l + Ay ,1/1 = - 1 dy" w(y" ,y )l/I(y", y ') + l/I(y,y')q(y) 

- J dy"w(y",y')l/I(y,y") + l/I(y,y')q(y') 

= - 11 [w(~,y)6 (TJ - y,) 

+ w(TJ,y')6(~ - y )]1/1(~, TJ)d~dTJ 

+ l/I(y,y') [q(y) + q(y')]. (A4) 

(a,B) = - 11 n(y)w(y,y')a(y,y')dydy' 

- IJ n(y')w(y',y)a(y,y')dydy' 

+ 11 a(y ,y )[n(y )()(y ,y') + n(y')w(y' ,y )]dydy' 

+ (F/m)o{11 n(y)Vy o(y' -y)a(y,y')dydy' 

+ 11 n(y')vy,o(y' - y)a(y,y')dydy' 

- JJa(y,y)n(Y')Vy '6(Y' -y)dydy'}. (A7) 

With (A3) we write for the third term 

2 Idy a(y,y)n(y)q(y). 

For the field terms we have 

F/m ° 1 dy {-vy[n(y)a(2',y)]- v y[n(y)a(y,2')] 

+ a(y,y)vyn(y)}. 

(A8) 

(A9) 

Here the underscoring y means that we differen­
tiate only to this part 01 the argument in a. When 
we add to (A9) the term 1 dy v.l\[n(y)a<d;',j)], which 
vanishes because of the bc for I v I -) 00, we easily 
see that the integrand in (A9) is zero. We there­
fore find 

(a,B) = - 1 n(y)dy {I w(y,y')e(y,y')dy' 

+ 1 w(y,y')e(y',y)dj1' - 2a(y,y)q(y)}. (A10) 

But a satisfies the homogeneous equation (A6). 
Consequently, the terms within {} in (A10) are 
zero; hence 

(a,B) = O. QED 

What is the physical meaning of a? We know the 
solution of the homogeneous equation correspond­
ing to (A4) is 

H(y,y') = n(y)n(y'). (All) 

Accordingly, we can also write the solution (A5) as 

a(y,y') = n(y)1i(y'), (A12) 

Now, let e be the adjoint homogeneous solution; where n(y) is the steady-state solution with re-
then this function satisfies versed scattering probabilities. Thus n(y) repre­

sents a negative-temperature state with.t(k -) k') 
II[w(y, ~)o(." - y') + w(y', .,,)o(~ -u)]a(~, .")d~d.,, replacing!~'<k' ~ k). 

= a(y,y') [q(y) + q(y')]; (A5) APPENDIX B: DIVERGENT SPECTRA AND LAP-

in particular, for y = y', LACE TRANSFORMS 

11 [w(y, ~)o(TJ - y) + w(y, .,,)li(~ - Y )]e(~, TJ) d~dTJ 
= 2a(y,y)q(y). (A6) 

In the section on the spectral functions, our aim 
was to obtain an expreSSion linear in the Green's 
functions via the Wiener-Khintchine theorem. Yet 
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these spectra are often divergent; i.e., they tend to 
infinity more slowly than w-i, and, consequently, 
the integral J ~(w) dw does not exist. For instance, 
in a one-dimensional diffusion problem in a semi­
infinite domain with Dirichlet boundary conditions, 
the following Green's function occurs: 

g(y, t;y', 0) = [1/2(lTDt)l/2] {e-(y-d/4Dt 

-e -(y +y')2f 4Dt}, 

with Laplace transform 

G(y, s;y') = 1/2.(Ds)lI2{e- 1Y - Y'I(s.ID)!/2 

-e -(y+y')(s/D )1/2}. 

(B1) 

(B2) 

If the spectral expi'ession (6. 5) is correct, then 
Eq. (B2) results in a spectrum going as ",,-1/2 for 
y = y' , yielding clearly a divergent spectrum. 
Curiously, there is seldom a problem with such 
spectra in the response method: One can always 
feed white-noise sources into a network and, de­
pending on the transfer function, obtain any beha­
vior for the spectral density of the output fluctua­
tions, both for w -+ 00 and w ~ O. In particular, the 
Fourier-transformed Langevin equation corres­
ponding to (2.1), (iw + A)a = ~,has a solution if 
the resolvent G(s) exists along the imaginary axis 
for most w. In the resolvent the poles are all in 
the negative half-plane. Thus G(s) is determined 
with the appropriate boundary conditions for 
Res> 0, and the imaginary axis is approached 
from the right, i.e., s = ± iw + O. 

To study in more detail the correlation method 
and the validity of the use of Laplace transforms, 
we start from the definition for the spectrum 

~(y,y', w) = 2 lim(a(y, w, T)at(y, w, T», (B3) 
T .... oo 

where Ci(y, w, T) is the Fourier transform of a 
function a(y, t, T) which equals a(y, t) inside 
-T/2.,;; t.,;; T/2, and is zero elsewhere; the 
brackets are an ensemble average, necessary as 
long as the limit is not actually performed. By the 
convolution theorem for Fourier transforms, we 
obtain 

~y,Y', w) = lim ;, L:eiWTdT r:(a(y, t, T) 
T-+oo 

X at (y', t + T, T»dt. (B4) 

If the correlation function goes fast enough to 
zero, we care very little about the limit and 
consider (a(y, t, T)at(y', t + T, T» as independent 
of t, i.e., as stationary. possibly for T = 0 the 
variance or covariance function does not exist for 
certain (y, y'); omitting these isolated singularities, 
we then have 

~y, y', w) = 2f:eiWTdTcI>(y,y', T) 

If cI> is of negative exponentialprder O(e- rt ), t > 0, 
i' > 0, its Laplace transform cI>(s) exists for 
Res > - y, so that 

- -tr 
~(y,y', w) = 2<I>(y,y',-iw) + 2cI> '(y',y,iw). (B6) 

But, as a rule, we must be more careful. Accord­
ing to generalized harmonic analysis50 we have, 
instead of (B4), 

2 }oo rW+€ , 't 
~(y,Y',w)=lim- _ dtcI>(y,y',t)Jw e'w dw' 

(-+0 E 00 

2 00 ei(w+€)t _ iwt 
= lim -1 dt<I>(y,y', t) 't e (B7) 

( .... 0 E -00 Z 

Two alternate expressions follow from (B7): 

~(Y,Y', w) :::: ~i~ 2£: dtifJ(y,y', t)eiwteid/2 

x sin(El/2) 
El/2 

d 00 eiwt_l 
:::: 2-

d 
J dt<I>(y,y', t) 't • w -00 Z 

(B8a) 

(B8b) 

Several cases will be considered (besides the 
simple case that ifJ is of negative exponential order 
considered above).51 We split (BS)-into two parts 
and discuss the convergence of <I> for t > O. 
First, let 100 

1<I>(t) Idt exist for all y and y'. It 
follows froih Weierstrasz's criterion that (BSa) 
is uniformly convergent for all E, since 

1cI>(y,Y', t)eiwteid/2 sin(El/2)/(El/2) I.:; 1cI>1. 

We can thus take the limit under the integral, 
finding a normal Fourier integral. Likewise, 
since we have 

a ~ 0, 

the Laplace transform of cI> has a limit for a ~ 0 
which can be taken under the integral sign. Thus, 
(B6) follows. 

Secondly, let cI>(t) be square integrable in £2(0,00). 
Then a Fourier-Plancherel transform exists as a 
limit in the mean, as follows by application of 
Lebesgue's the.2rem52 to (BSa). Moreover, one 
can prove that <I>(s) for a = Res > 0 is function 
of :JC2 space, i.e., 

00 _ 

J 1<I>(a + iy)12 dy .:; M for a> 0, (B9) 
-00 

with a finite limit for a ~ +0 which is equal to the 
Fourier-Planche rei transform 

A ... 
I.i.m. J dt ei wt cI>:::: lim cI>(a - iw), 
A-+oo 0 a-++O 

(BIO) 

compare Doetsch53 (l.i.m. stands for -limit in the 
mean"). Also the observation that <I> is a function 

(B5) of:JC2 space is sufficient for (B9) to hold. Whence, 
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as a slight extension of (B6), we have 

~(y,y',w) = 2i(y,y', -iw + 0) 

+ 24>tr(Y',y,iw + 0). (Bll) 

Third, we consider the case that q, is not square 
integrable. Such is the case for the one-dimen­
sional diffusion process (Bl). The Fourier integ­
ral is easily shown to be still conditionally con­
vergent; in addition, the integral (B8) from 0 to oo} 
is absolutely convergent, and the same integral 
with a real part - a t added to the exponent is 
uniformly convergent in a. Whence, setting for 
convenience ~1 for the first part of (B8b), we 
arrive at 
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Applications of a macroscopic and microscopic nature are given of the Markov formalism, developed in 
the previous paper, for finding the pair-correlation function, two-point covariance function, and spectral 
intensities from the phenomenological transport equations, transitions, and scattering. As macroscopic 
examples, we discuss Rayleigh diffusion, Coulomb correlations, and space-charge-limited flow in solids. 
The diffusion equation is shown to be not strictly Markovian, though correct Langevin diffusion sources 
are easily found. Dielectric relaxation is shown to be a macroscopic manifestation of Coulomb correla­
tions in a plasma. The A theorem of the previous paper yields for the pair-correlation functions the 
original Debye-Hiickel result plus a 0 term. The spectra for space-charge-limited flow due to Single­
carrier injection are treated with the Green's-function procedure. The discrepancies between existing 
theories are reqlOved since the Coulomb correlations in the steady state are shown to be not of the 
Debye-Hiickel type. As microscopic applications, we conSider ideal gases in the presence of streaming 
due to fields, an extension of Lax's work. The connection with the BBGK two-point equations for one- and 
two-body colliSions is established. Finally, we integrate over the stochastic Boltzmann equation to 
obtain stochastic hydrodynamic equations. These provide a microscopic basis is for the noise sources 
associated with electrical conduction, heat conduction, and with the Navier-Stokes equation. Results for 
the hot-electron Boltzmann gas are compared with those of Price. 

(1. Ib) 1. INTRODUCTION AND SUMMARY OF RESULTS 

In the preceding paper 1 (referred to as I) a general 
formalism was presented for finding the covariance 
functions and associated sp'ectral intensities of 
fluctuations in densities, n1>(y, t). The formalism is 
applicable to fluctuations aP == nP(y, t) - (nP(y, f) 
around a steady state, characterized by a linear­
(ized) set of kinetic equations for the regression 

(density-density or two-point covariance functions); 

~pq(y, y', w) = 2 i: (t.nP(y, t)t.nq(v', 0) e- iwt dt 
(1. 2) 

to the steady state, of the type L.; (a/af + A Pq
) 

aq(y,f) = e(y,t),where the fs ;ire source functions 
in the sense of Langevin, and where A is the pheno­
menological transport operator. The kinetic equa­
tions may refer to ordinary transport in position 
space, Le., y = r; then p characterizes the various 
macroscopic densities of interest in a given system. 
On the other hand, the kinetic equations may be of 
a microscopic nature and refer to streaming and 
collision processes in the phase space or its 
quantum equivalent, i.e., y = {v, r} or {k, r}; then 
p refers to the species (e.g., ions and electrons in 
a plasma) or to discrete quantization of the occupa­
tion number states (e.g., band index of Bloch elec­
trons in a solid). 

We used a Markovian approach for these processes, 
based on a generalized Langevin description 
(" second Brownian motion"). 

We restate the main definitions and some results 
of I: 

F~q(y,y,) == (nP(y, t)nq(y', t) (1.1a) 

(density-density or pair-correlation functions); 

(spectral intenSity functions); 

(1. 3) 

(Langevin source kernels). 

For the two-point covariance functions we derived 
the A theorem [Eq. (12.30)]: 

Ayr(y, y') + r(y, y') A:~ = E(y, y'), (1. 4) 

where r = [rpq],A = [A Pq ] is a matrix (integro)­
differential operat6r witli'respect to y, and E = 
[E pq

]. In the microscopic case the transport 
operator consists of two distinct parts, viz. Astr ' 
which expresses the effect of "stteaming" due to 
ponderomotive forces, and Aeoll , which expresses 
the effect of collisions caused by local forces. The 
microscopic version of the A theorem will only be 
considered for a one-component gas: 

(Astr + A~tr + Acoll + A~Oll) r(y,y') = Z(y,Y'), 
(1. 4') 

where the super prime denotes operators acting 
on y'. The connection between the pair-correla­
tion functions and the two-point covariance func-
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In the preceding paper 1 (referred to as I) a general 
formalism was presented for finding the covariance 
functions and associated sp'ectral intensities of 
fluctuations in densities, n1>(y, t). The formalism is 
applicable to fluctuations aP == nP(y, t) - (nP(y, f) 
around a steady state, characterized by a linear­
(ized) set of kinetic equations for the regression 

(density-density or two-point covariance functions); 

~pq(y, y', w) = 2 i: (t.nP(y, t)t.nq(v', 0) e- iwt dt 
(1. 2) 

to the steady state, of the type L.; (a/af + A Pq
) 

aq(y,f) = e(y,t),where the fs ;ire source functions 
in the sense of Langevin, and where A is the pheno­
menological transport operator. The kinetic equa­
tions may refer to ordinary transport in position 
space, Le., y = r; then p characterizes the various 
macroscopic densities of interest in a given system. 
On the other hand, the kinetic equations may be of 
a microscopic nature and refer to streaming and 
collision processes in the phase space or its 
quantum equivalent, i.e., y = {v, r} or {k, r}; then 
p refers to the species (e.g., ions and electrons in 
a plasma) or to discrete quantization of the occupa­
tion number states (e.g., band index of Bloch elec­
trons in a solid). 

We used a Markovian approach for these processes, 
based on a generalized Langevin description 
(" second Brownian motion"). 

We restate the main definitions and some results 
of I: 

F~q(y,y,) == (nP(y, t)nq(y', t) (1.1a) 

(density-density or pair-correlation functions); 

(spectral intenSity functions); 

(1. 3) 

(Langevin source kernels). 

For the two-point covariance functions we derived 
the A theorem [Eq. (12.30)]: 

Ayr(y, y') + r(y, y') A:~ = E(y, y'), (1. 4) 

where r = [rpq],A = [A Pq ] is a matrix (integro)­
differential operat6r witli'respect to y, and E = 
[E pq

]. In the microscopic case the transport 
operator consists of two distinct parts, viz. Astr ' 
which expresses the effect of "stteaming" due to 
ponderomotive forces, and Aeoll , which expresses 
the effect of collisions caused by local forces. The 
microscopic version of the A theorem will only be 
considered for a one-component gas: 
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tions is standard [Eq. (I 3.11)]. The connection 
between r and the two-point distribution function 
f2 ofthe Liouville equation is given by [Eq. (13.13)]: 

rpq(y, y') = f~q(y, y,) - fi(Y)fi(y') 

+ opqfi(y)o(y - y'), (1. 5) 

where fi(y) :; (nP(y, t» . 

For the spectral intensities, a variety of expres­
sions were derived, the most important ones being 

~(y,y',w) = 2G)iw)r(y,y') +hcj, (1.6a) 

~ (y, y', w) = 2Gy (iw)ECy ,y ')G ~~ (- i~. (1. 6b) 

The first relation expresses ~ in the resolvent 
G of A and the covariance functions r, and the 
second one expresses ~ directly in terms of the 
source functions E. Again, these are matrix ex­
pressions, Le., ~ = [~pq]. The abbreviation hcj 

denotes the Hermitean conjugate of the form given 
at the right-hand-side (rhs); Le., it replaces p~ q, 
y~ y', iw~ - iw. The above expressions are in­
complete in some cases (cf. I, Secs. 3 and 5). 

Various transition and collision processes were 
considered, and the corresponding generalized 
first-order and second-order Fokker-Planck (FP) 
moments,denoted as [AP] and [Epq] were comput­
ed in I, Sec. 8. The main connections with the 
Langevin and phenomenological equations were 
obtained in I, Sec. 7;thus, the phenomenological 
equations can be expressed as [Eq. (I 7. 6')] 

a~ (;In(y, t))cond + Astx (;In(y, t»cond 

=-ACOll(;ln(y,t»cond=(Ay[n])cond" (1.7) 

and the connection with the Langevin kernels is 
[Eq. (I 7.9)] 

(1. 8) 

In the present paper we consider macroscopic 
applications (Secs. 2-4), as well as microscopic 
applications (Sec s. 5- 8) of the foregoing formal­
ism. We shall then be interested in specific forms 
of the FP moments AP and Epq and the operators 
APq. Solutions for rand L: will be obtained for 
some of these applications, while for others the 
implications, of the above relations will be dis­
cussed. 

In Sec. 2 the simple example of macroscopic dif­
fusion is treated. The phenomenological equation 
is derived froni an elementary random-walk pro­
cedure which actually goes back to Lord Rayleigh 
(Ref. 2). The diffusion equation is found to be valid 
only on a sufficiently coarse scale, which is not 
surprising in view of earlier studies on Brownian 
motion by Chandrasekhar and Einstein (see Ref. 3). 
Thus, a diffusion process is only approximately 
Markovian. The denSity-density correlation 
function in this picture is a simple 0 function with 
Poisonian strength [Eq. (2. 11)]. The diffusion 

source function, however, is correctly found from 
this simple model [Eq. (2. 9)]. This source is of 
fundamental importance in many macroscopic 
problems. [It has a peculiar singularity, VV' 
[o(r - r')(n(r»], which is explained in the micro­
scopic treatment.] These results remain valid 
when drift is added, being still exact in thermal 
equilibrium, and approximately exact in the steady 
state. 

In Sec. 3 we prove the equivalence between dielec­
tric relaxation and the Debye- Hiickel theory for 
Coulomb interaction. Since the latter is based on 
an average "molecular field, " it is clear that a 
macroscopic reasoning must be applicable. In fact, 
all that we require are the equations for dielectric 
relaxation for excess space charge, together with 
the source (2.9). The complete Debye-Huckel 
result for a plasma with several kinds of ions is 
recovered [Eq. (3.13)]. The temperature, prevalent 
in the statistical-mechanical derivation, enters the 
result only via the Einstein relation between mo­
bility and diffusi vity. Moreover, our result for r 
includes automatically the dimensional singularity 
for r ~ r' , absent in the original Debye- Huckel 
procedure. 

Section 4 deals with a more device-oriented ex­
ample, viz. fluctuations in space-charge-limited 
flow in solids, due to single-carrier injection. In 
this case, there is a net space charge and the cur­
rent-voltage characteristic is quadratic, as ex­
pressed in the standard articles by Lampert and 
Rose and others. The A theorem for the density­
denSity correlation function is complex and is 
not satisfied by the Debye- Huckel function, as 
assumed by various authors. We have not yet suc­
ceeded in solving this integro partial differential 
equation; however a corresponding theorem for the 
voltage-voltage correlation function is easily de­
rived and approximately solved. For the spectral 
intensity of the open-voltage fluctuations we obtain 
double thermal noise, as was found by others using 
more elementary techniques. 

In Sec: 5 we consider the solutions of the micro­
scopic A theorem and the spectral intensity for 
ideal gases. This is an extension of an earlier 
treatment by Lax (cf. Ref. 17), in which we incorpo­
rate streaming terms stemming from external 
fields. 

In Sec. 6 the microscopic A theorem is considered 
in detail for the Boltzmann gas with one- and two­
body collisions. Using relation (1. 5), the A theorem 
is converted to a theorem for the two-point distri­
bution function f 2' The resulting equations are 
compared with results for f2 from the BBGKY 
hierarchy. 

Finally, in the last two sections we make the con­
nection between the microscopic and the macro­
scopic results, by starting from a stochastic 
Boltzmann equation, and integrating over the velo­
city or k-space variables. However, this procedure 
takes a rather unexpected turn and is not straight-
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forward. When we multiply the stochastic Boltz­
mann equation with certain functions "lit (k, r) which 
are conserved in a scattering process (collisional 
invariants) and integrate over k space, both the 
collision integral and the stochastic source func­
tions vanish from the result. Hence, the conserva­
tion theorems have instantaneous validity, as is 
shown in Sec. 7. The stochastic nature of these 
theorems shows up, however, in the flow averages, 
such as the particle current, heat current, pres­
sure tensor, etc. The noise sources of these 
quantities are easily expressed in the microscopic 
two-point covariance function; stochastic hydro­
dynamic equations, which confirm our previous 
macroscopic transport equations, are derived 
[Eq. (7.15) for charge transport, Eq. (7.18) for 
momentum transport, Eq. (7.21) for heat conduc­
tion]. The various noise sources must be expres­
sible in the transport coeffiCients, which for the 
equilibrium case is born out by the dissipation­
fluctuation theorem. In the steady state new micro­
scopic results can be expected. As an example, we 
compute the current fluctuations for hot electrons 
in Sec. 8. Comparing our results [Eqs. (8.10) and 
(8.11)] with those of Price, we notice that Price's 
method tacitly assumes that the electrons are 
independent; i.e., that the covariance function is a 
Ii function, a result which is not substantiated by 
the exact solution of the A theorem in several 
cases (two-carrier collisions, space-charge forces). 
Price's Kubo-like expreSSions [Eqs. (8. 10') and 
(8.11')] are shown to be ambiguous for the rion­
equilibrium steady state. 

L MACROSCOPIC APPLICATIONS 

2. RAYLEIGH DIFFUSION 

Our procedure is perhaps best illustrated by the 
simple macroscopic example in which deviations 
from the steady-state density (n(r) of a one-com­
ponent gas are governed by diffusion. That is, we 
consider diffusion of the fluctuations ~n(r). The 
steady state itself may be nonhomogenous and be 
maintained by a steady particle flow J involving 
drift and diffusion [see Eq.(2. 12) below] or thermal 
equilibrium may prevail in which case J = O. 

The simplest model of diffusion was given by Lord 
Rayleigh in 1899. 2 It involves scattering in posi­
tion space over distances ai' and as such is well 
applicable to ionic diffusion. To apply it to elec­
tronic or heat diffusion, one must stretch his 
imagination and compare I a I to the mean free 
path. Let Q(r, r') d 3rdlr' be the rate of scattering 
from r (within dlr) to r' within d3r'). Let further 
Ii be the probability for scattering per second over 
a lattice distance ± a i (we assume equal probabili­
ties for forward or backward scattering). Then we 
obtain 

Q(r, r') = n(r) ~Ji[Ii(r - r' - ail + o(r - r' + ail]. 
t 

For the first-order FP moment we find from 
Eq. (I 8.2) 

(2.1) 

Ar = ~ It [n(r + at) + n(r - ai) - 2n(r)]; (2.2) 
i 

likewise, for the second-order FP moment, using 
Eq. (18.3) 

B rr , = - ~ li{ [n(r) + n(r')] [Ii(r - r' - ai) , 
+ o(r - r' + ai)] - o(r - r') 

x [n(r + ai) + n(r - at> + 2n(r)]}. (2.3) 

The macroscopic diffusion equation is recovered 
for lengths» I a i I, so that by expansion of (2.2), 
we obtain 

Ar~ ~.t;vVn(r):aiai=D:VVn(r), (2.4) , 
with the diffusion tensor defined as 

(2.5) 

Clearly, the diffusion equation is only an approxi­
mation to a Markovian process. This is not sur­
priSing, since it is known since the early studies 
of Brownian motion that fluctuations in pOSition 
coordinates only defy the construction of an exact 
FP equation,3 so that an exact Markovian master 
description is certainly out of question. 

The second-order FP moment remains in the form 
of a distr'ibution. Its action on any function is ob­
tained by formally expanding the Ii function up to 
second order. In addition we expand n(r ± ai) and 
use the rules 

n(r')VIi(r - r') = n(r)vli(r - r') + [vn(r)]Ii(r - r'), 

(2.6a) 

n(r')vv Ii(r - r') = n(r)VV Ii(r - r') 

+ 2[Vn(r)]vo(r - r') + [vvn(r)]Ii(r - r'),(2. 6b) 

Vli(r - r') = - V'o(r - r'), (2.6c) 

(where V' refers to the gradient with respect to 
r'). We now obtain 

B rr, ~ 2D : VV '[n(r)Ii(r - r')]. (2.7) 

For an is.otropic case D = DI, with I being the 
unit tensor. If drift is added, the phenomenological 
equation, Eq. (1. 7), becomes 

a {t.n)c ond 2( 
at +va·v(~n)cond=DV ~n)cond' (2.8) 

but the source ~ [Eq. (1. 8)] is unaffected: 

E (r, r') = 2DV" V'[(n(r)o (r - r')]. (2.9) 

This is the source function originally suggested 
by van der Ziel. 4 

The A theorem (1. 4) requires the solution of 

[va"V +va"V'-D:VV -D:V'v']r(r,r') 

= 2D: VV'[(n(r» o(r - r')]. (2. 10) 
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By inspection we see that a solution with the re­
quired symmetry is 

r(r, r') = (n(r»o(r - r'), (2.11) 

provided 

[Vd-V - D: vv](n(r» = O. (2. 12) 

The latter condition means v-(J(r» = 0, where J 
is the current density. Clearly, (2.·12) is satisfied 
in thermal equilibrium (J = 0) or in the steady 
state of an election gas when displacement current 
is negligible. 

The diffusion source is derived here for a crude 
model involving macroscopic scattering, r ~ r'. In 
a microscopic picture the scattering is in k space, 
k ~ k', with no change in position. The first-order 
FP moment is found to yield the collision integral 
of the Boltzmann equation. Curiously, when the 
sources are incorporated into this equation and an 
integration over k space is carried out, the source 
density (2.9) is recovered for WTcoll « 1, appear­
ing this time in conjunction with flow averages 
such as the current and the viscous pressure 
tensor; we consider this in Sec. 7. 

Ambipolar diffUSion, involving two coupled dif­
fusion equations with the assumption of quasi­
neutrality (Le., near-zero dielectric relaxation 
time) can be treated likewise. As an extension of 
the source function (2.9), one obtains 

no(r)po(r) 
2: amb djff(r, r') == 2v- V'[Da(r) no{r) + po{r) 

x o(r - r')]. (2.13) 

where D a(r) is the ambipolar diffusivity, and where 
the subscript zero denotes average values. 5 

3. DIELECTRIC RELAXA,:TION, EQUIVALENCE 
WITH THE DEBYE-HUCKEL THEORY 

The Debye- Hiickel theory for density correlations 
caused by Coulomb interaction is essentially a 
"molecular field" theory. In the original theory 
this is clear since an average potential q,(r) is 
assigned to the collection of charges surrounding 
a given ion. 6 In the more sophisticated approach of 
Landau and Lifshitz, 7 Bogolyubov's two-point 
equation is solved;this equation follows from the 
canonical ensemble with a priori integration over 
the velocity space, so that again exact dynamical 
effects are excluded. We can therefore expect that 
the same correlations can be found entirely 
macroscopically, by use of the simple equations 
for current flow in the presence of space charge, 
i.e., dielectric relaxation. 

We conSider a plasma of ionized gases (or elec­
trons and holes), which is neutral on the average 
E(n P) qP = O. Here n P is the density and qP the 
charge of ions of species p. For the currents we 
write 

anP 
+ 1 d' JP - 0 - - IV; -at qP , 

(3.1) 

JP = IJ. PnPqPE - qPDP gradnP + qP,,(r, t), (3.2) 

where 1/(r, t) is a source term. 

The second equation is substituted into the first 
one and linearized in ImP and AE. We assume 
(near) equilibrium, with (E) ~ 0, (vn P) ~ O. By 
Poisson's equation the fluctuations in the field and 
the ion densities are related: 

v-toE ="E qStons/Ho• (3.3) 
S 

The result is 

(3.4) 

where T6 = HO/ JJ.PngqP is the dielectric relaxa­
tion time due to charges qP and where nC == (n P

). 
The operator matrix A is 

Using the Einstein relation, we write alternately8 

A PP' = - oPP'DPV
2 + qPl'DPng/kTEEo' (3.5') 

The denSity correlations satisfy the A theorem, 
with the source function (2.9) 

~ [t{s rSq(r, r') + A~, rPs(r, r')] 
s 

= 2DPVr -vr,[nC (r)o(r - r')]opq. 

We make the ansatz 

r pq = nC (r)o(r - r')opq + r pq. 

With this substituted into (3.6), the resulting 
equation for rpq 

is 

(3.6) 

(3.7) 

~[A~s fSq(r,r') +A~~rPS(r,r')J 

= - [(f;~:J qPqqng(r)ng(r) - opqDPv2ng(r~ 
x o(r - r'). (3.8) 

This set is only solved easily in thermal equili­
brium, Le~, when ng and ng do not depend on posi­
tion. We write then further: 

(3.9) 

The set (3.8) is then satisfied identically if 

2 2 '2 2 [2/'" s (s)2 ( V W -)t W = V w -x W = X' Llsno q ]0 r - r?, 
(3.10) 

where )t -1 is the Debye length defined by 

2 '" s s)2/ x == usno (q kTEEO' (3.11) 
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Equation (3.10) is the defining equation for the 
Helmholtz Green's function. The result is 

X2 e-X'lr-r'l 
w(r r') = - ==---~ 

, L:n ~ (qs)2 417 I r - r/l 
(3. 12) 

The full set of covariance functions is found to be 

ngngqPqq y,,2e-X Ir-r/l 

L)n~(qS)2 417 Ir - r/l . (3.13) 

For electrons and holes in semiconductors we find 
the Coulomb correlations in the form given by Lax 
and Mengert9 : 

(~n(r)~n(r/» = noo(r - r') - [na/(no + Po)] 

x D(r - r /), (3. 14a) 

<~p(r)~p(r/» = poo(r - r/) - [P5/(no + Po)] 

x D(r - r /), (3. 14b) 

<~n(r)~p (r» = [nopo/(n o + po)]D(r - r'), (3. 14c) 

where D is the Helmholtz factor of (3.13). For 
x ~ 00, D(r) ~ oCr). The expressions (3.14) then 
reduce to [nopo/(no + po)]o(r - r /), which is the 
standard result for a system of constrained 
charges without interaction. The charge constraint 
follows indeed from (3.3) if V-~ ~ O. 

Equation (3.13) is the standard result, including 
the dimensional singularity jar r - r /, the origin 
of which was discussed in I, Sec. 3B. The method 
presented here is entirely a nonequilibrium 
method; the factor kT enters only into the result 
via the Einstein relation. We have not a priori 
used the equality of both parts of the A theorem, 
Eq. (I 5.6), in order to see where nonequilibrium 
effects would come in. Close to equilibrium, the 
neglect of the term with (Vn P) in (3.4) is still 
reasonable, so (3.8) follows. The solution (3.13) 
still has approximate validity, with nC (r) being 
the local value. Far from equilibrium, the operator 
1\ of (3.5) must be amended with a field term and 
correlations of hydrodynamic range occur (cf. I~ 
Sec. 5, last paragraph). Some steady-state solu­
tions of the A theorem have been obtained.10 

Generally, the results are quite complex. For an­
other example, see the next section. 

In connection with the next section we still mention 
the one-dimensional infinite-domain solution of 
(3. 10): w ex: D(x - Xl), with 

(3.15) 

The formulae (3. 14) are changed correspondingly. 

4. FLUCTUATIONS IN SPACE-CHARGE-
LIMITED FWW 

The spectra for fluctuations in space -charge-limit­
ed currents due to injection of either electrons or 
holes (single injection) were derived by van der 

Ziel and van Vlietllvia the Fourier method and 
the spectra of the sources rthis method is in princi­
ple similar to that of Eq. (I 6.8)], and by Sergescu 
and Friedman12 via the Green's-function method 
of van Vliet and Fassett13 [which is equivalent to 
using Eq. (I 6.5)]. The results of both theories are 
quite different and have little in common in appear­
ance. According to I, Sec. 6 the two methods must 
be equivalent, however. The discrepancy is due 
to the fact that the method of Ref. 13 is incomplete, 
unless the covariance function is obtained con­
Sistently from the same equations, i.e., from the 
A theorem. Sergescu and Friedman assume ad hoc 
that the correlations are of the Debye- Hiickel type 
[Eq. (3.15), which is incorrect], as we show presently 

The equations for single injection (of electrons) are 

an = l V.J 
at e ' 

J = e f.J.nE + eD Vn + e.,,(r, t), 

VeE = - en/€.Eo• 

(4.1) 

(4.2) 

(4.3) 

The last equation relates now the average space 
charge (which is not zero as in the preceding sec­
tion) as well as the fluctuations to the self-con­
sistent field. Substituting (4.3) and (4.2) into (4.1) 
we have the transport equation 

an en2f.J. 2 -+-- V-E-f.J.E-Vn-DV n=V·,.,(r t) at EEO ' 

== ~(r, t). (4.4) 

Linearizing, n = no + n1 , E = Eo + Ell we have 

(4.5) 

We confine ourselves further to a one-dimensional 
geometry. The approximate dc field solution is 
well known for that case (cf. Ref. 11). 

We write u = (x/ l)1/2, where l is the length of the 
speCimen, whereas the cross section will be taken 
to be unity: 

v: ~ V (x/l)3/2 = V u3 
o a a , (4.6a) 

Eo = - V'Vo ~ ~ (Va/l)u, (4.6b) 
/ 3 2 -1 

nO = - (€.EO' e)V-Eo ~4 (€.Eo/e) (v;./l )u , 

(4.6c) 

Vnu ~ - t (Ho/e) (V/p)u-3
, (4.6d) 

(Va is the average voltage across the sample). We 
also introduce the standard symbols for the con­
ductance, capacitance, and relaxation time: 

go = ~ f.J. HO V/l
3

, 

Co = Ho/l, 
2 

T = 3Co/go = 4l /3 f.J. VQ • 

(4.7a) 

(4.7b) 

(4.7c) 
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Equation (4. 5) now takes the form 

anl 2 nl 1 1 (" - + - - - - :r), u'nl(u') du' at T u T 1f 0 

+- - -- - - -- = ~(u,t). 1 an1 D 1 a (1 anl) 
T au 412 u au u au 

(4.8) 

For the operator A we havel4 

A =..! _ ~ (" u'du' +!. i.. _..!L. (!. i..)2 
TU TU -b T au 412 u au • 

(4.9) 

The A theorem can now be applied. Using the 
source given by (2.9), we have 

D 1 a2 (no (u)o(u - U'») Ar+A,r=---- . 
" " 212 uu' au au' 21u 

(4.10) 

As was shown in other papers, the fluctuating 
voltage over a stretch (0, x) is a better variable 
in these problems. The connection is 

V1 =y 10" u1du1 Jo"lu2nl(u2)du2' 

where y == 412ej €Eo, with inversion: 

1 a (1 av1) 
n1 = yU au u au • 

In terms of v1 the transport equation (4.8) 
becomesl4 

(4. 11) 

(4.12) 

1 a 6e = ~(u, t) = yu au go T T/(u, t), 

where we used ~ = a1]jox. This equation can 
immediately be integrated once: 

1 a2
Vl 1 a2

Vl D (1 0)3 

;; auot +;; ou 2 - 4Z2 ;; oU V1 

(4.13) 

-~ 1](u, t) = C(t). (4.14) 
goT 

The integration constant is easily identified. We 
split the current of Eq. (4. 2) into Jo + it (t) and 
calculate the latter in terms of the same variables. 
Adding to this the displacement current and setting 

-:-. aE1 
Jl(t) = h(t) + €Eo at' 

we find;l(t) a: C(t). It is therefore easiest (though 
not necessary) to consider an open-circuited de­
vice driven by a constant current. Then C(t) 
vanishes identically. Eq. (3.14) is then a new Lan­
gevin-type equation. 

A. Equations for tbe Correlation Functions 

Besides the denSity-density covariance function r 
we introduce the voltage-density covariance func­
tion n(u, u') = (v 1 (u)nl, (u'» and the voltage-voltage 
covariance function 'O~u,u,) = (v1(u)v 1(u'». The 
connections are 

(4.15) 

(4.16) 

The equations for Q and 'U are found to be from 
(4.10): 

_1_1 ~[1 a2
Q(u,u') _ DT (1 ~\ 3 Q(u u')] + 1 1 0 II 02Q(u',u) _ DT (I, 2,\ 3Q(u'U)] 

yT u au u ou2 412 U ou) ., yT l? oU' U' ou'2 4[2 u au 'J 

D 1 a2 (no(u) ) 
= 413 uu' ouou' -u- o(u - u') , (4.17) 

and also, 

( 10)2/1 0\2[0'0 DT(10)2'O 0'U DT(1 0)2 ] 
ii au 'fiT auij au - 412 U au + au' - 412 ii' au' 'U 

-~ (1 0) (1 a) [ no(u). ] 
- 4[3 U au iii ou' -u- 6(u - u') . 

We have immediately a particular integral of 
(4.18) by integrating twice over the area 0 ~ u ~ 
u, 0 ~ u' ~ u'. The result is, using (4. 6c) and 
the Einstein relation for D: 

(4.18) 

= 41kT [u'H(u - u') +uH(u' - u)], (4.19) 
EEO 

where H(u) is the Heavyside unit step function. 

It is not immediately clear what boundary con­
ditions should be satisfied, except that by ground­
ing the conductor at u = 0 we have 
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'0(0, u') = 'O(u, 0) = o. (4.20) 

Though we assumed that the dc potential mini­
mum caused by the 'space charge occurs at u == 
e ~ 0, this can certainly not hold at all times for 
the fluctuations. In fact, this minimum shifts 
stochastically in pOSition, so that at the location 
of the dc minimum em/au'" O. The finite magni­
tude is accounted for by the ac diffusion around 
the dc potential minimum. For the purpose of 
finding the voltage fluctuations we can neglect, 
however, the -diffusion terms in (4.19) if DT == 
)(2 « l2 (as will be verified a posteriori), where 
x· is an average Debye length for the interval 
(0,1). We are then left with the simple first-order 
partial differential equation 

0'0 0'0 4lkT ~ + -a ' ~ -- [u'H(u - u') + uH(u' - u)]; (4 21) 
vU U H'

O 
• 

from (4.20) it follows that this equation implies 

(a'O\ ~ (em\ ~ 0 
au)u =0 \--ou1u'=o • (4.22) 

The solution of (4.21) subject to (4.20) is 

'O(u, u') ~ (4lkT/HO)[~u'2H(u - u') + !u2H(u' - u)]. 
(4.23) 

This solution is quite good, but fails for very 
small u or u' and very-short-range correlations, 
u ~ u', as can be deduced by substituting into the 
full equation (4.19). In fact, up to first-order 
perturbation, we have CU= '00 + CU1 ; we then find15 

CU(u, u') = -- 2U,2H(u - u') + ~lI2H(u' - u) 4lkT (1 
HO 

)(2 ~ 
- 2[2 6(u - u') logu). (4.23') 

x 

FIG. 1. Pertaining to the integral of Eq. (4. 27). 

The second term is of course only small in the 
sense of a distribution for suitable test functions 
cp(u). The correctness of (4.23) will be further 
substantiated under 4B below. 

Unfortunately, no similar useful apprOximation 
holds for nand r Since (4.23), when differentiated, 
produces only spike terms. The full equation 
(4.19) is needed in this case. Though the solution 
for the density-density correlations is expected to 
be a short-range function, it may be inferred that 
the simple Debye function of (3.15) does not 
satisfy Eq. (4. 10). 

B. Spectral Intensity of Voltage Fluctuations 

The Fourier method was already employed in Ref. 
11. We can easily dress up this method with 
Green's functions. We start directly with the 
Langevin equation (4.14), with e(t) =' 0, which has 
as source strength 

H(u u') = 27eHo VaD 6(u - u') 
, g3r213 u2 ' 

(4.24) 

The Laplace-transformed Green's function per­
taining to (4.14) satisfies, with the diffusion term 
again neglected, 

5 as 1 a2 S - -+ - - = 6(u -u')' (4.25) 
u au UT au2 ' 

as in (4.20) and (4.22) we require 9 = 0 and 
ag/au = 0 for u = 0, so that 

g(u,u') = (u'/s)(1 - e-sr{u-,.'Y)H(u - u'), (4.26) 

with u' being an internal point 0 < u' :s I. From 
(1.6b) and (4.24) we find for the spectrum, with 
5 = iw: 

, (") 
~(u,u',w) = foudu"J;du"'(1- e-

ST 
U -u } 

sr{u'-v!") 54eHo VaD x (1 - e ). 6(u" - U 'll ). 
52g~T213 (4.27) 

We introduce as new variables UN - u'" = x and 
u H = y. The path of integration is then for u < u' 
as in Fig. 1. (For u > u', set u", - u" == x and 
u Iff == y). One finds 

~(u,u', w) = a ___ (1 + esr{u -u» 54eHoV D (U , 
g&13 5 2 r2 

+ _l_(l_esT(ul-u)_e-sTu+ eSTU/~H(UI_U) 
5 3 r 3 ') 

+ he}, (4.28) 

where hej means in the present context, u -t u', 
u ' -t U, S~ - 5. Further, 

54eEEO VaD 
Re~(u,u',w) = {uwr(1 + coswr(u' -u)J 

g~l3W3'T3 

+ [sinwr(u' - u) - sinwru - sinwru'J} 

x H(u' - u) + hej. (4.29) 
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We now shall obtain the same result by using 
Eq. (1. 6a) and the result for the covariance func­
tion (4.23). In this approach we must use the 
Green's function pertaining to the Markovian form 
of the transport equation [e/. Eq (I 1. 2)]; hence we 
write (4.14) in the form 

-1 
aV1 T OV1 
at + ---au- = J(u, t), 

time (which is all that is required for this approach 
to hold). Thus the "Markovian Green's function" 
satisfies 

-1 G(u u' S) sG(u u' s) + T a ! ! = 6(u - u') 
! , au ' (4.30) 

which has as solution 

-ST(U-U'I ( ) G(u,u',s) = Te Hu-u'. (4.31) 

where J has still a 6(t) correlation behavior in the Whence, for the spectrum, we obtain 

~(u,u', w) 

= 41kTT (iue -ST(U-"") [u,2H(u" - u')+u" 2R(u' - u")]du"+ lu~sT (u'-U")[u"2R(u - u")+ u 2H(u" - U)]dU") 
EEO 0 0 

= 81kTT(~ (1 + eST(u'-u» + _1_ (1 _ eST(u'-u) + e STU ' - e- STU )\ H(u' - u) + he). 
EEO s2T2 s3 7 3 J (4.32) 

This is identical with (4.28): the equivalence of the 
factors in front follows directly from Eqs. (4. 7). 

Finally, for the total open voltage noise across the 
specimen (u' = 1, u = 1 - 0) we find from both 
methods 

) 16lk TT 1 ( .) ( ) ~tota1(w = ----- WT - smWT. 4.33 
fEO W3 T 3 

The impedance was calculated by van der Ziel 
from an equation similar to (4.14), with the 
result16 

Z(W) = (2lT / H 0)(1 - e- iWT - ~ W2T2 - iWT)/ (iWT)3. 

(4.34) 

One sees that (4.33) amounts to the, by now, 
familiar double thermal noise, 8kT ReZ(w). Be­
sides the fact that two different procedures have 
been reconciled, this section has illustrated the 
correctness of the Markovian approach for density 
fluctuations in a nonequilibrium situation. 

II. SOME MICROSCOPIC APPLICATIONS 

5. IDEAL GASES IN AN EXTERNAL FIELD 

For sufficiently dilute gases the Boltzmann equa­
tion serves as phenomenological equation and the 
associated A theorem determines the covariance 
function up to the neglect of triple correlations. 
The procedure is entirely exact only for ideal 
gases with one-body collisions as was already 
shown by Lax17; we shall amend his treatment here 
by allowing for the streaming terms in an external 
field. In this and the next section we conSider ex­
ternal fields only. H space-charge fields are in­
cluded, Eqs. (5. 8) and (6.8) are no longer correct 
since these fields are integrals over the particle 
denSities (compare Delcroix18). True physical cor-

relations occur when there are two-body collisions, 
on which we comment in the next section. 

For a one-component gas with one-body collisions 
we have a scattering kernel 

Q(y,y') = Q(rk,k')6(r - r'). (5.1) 

The phenomenological equation follows from (1. 7), 
with A given by Eq. (I 8. 2): 

Ak = J d 3 k' [Q(rk' ,k) - Q(rk, k')], (5.2) 

whereas 

(5.3) 

where F(r) is the force field. We write further 

Q(rk,k' )d3 yd3 kd3k' = lI(rk)[1 + EII(rk')]t(k,k'), 
(5.4) 

where lI(rk) is the number of particles in the state 
(rk); E = 0 for Boltzmann statistics, + 1 for Bose­
Einstein statistics and - 1 for Fermi-Dirac 
statistics. There is a bit of a problem with FD and 
BE statistics when using densities rather than 
occupancies. The connection is of course n(rk) = 
lI(rk)p(k)a(r), where p(k) is the density of states in 
k space and a(r) is the density in r space. The 
former arises naturally from the quantization in 
k space, but the latter artificially by associating 
some environment with a point in r space. 19 

Accordingly (5.4) will also be written as 

Q(rk,k') = n(rk)[l + ElI(rk' )]~(k,k')p(k'). (5.4') 

For the BE and FD case (5.4') must be linearized 
to find "coIl as defined in Eq. (I 7.5). The B 
moment, following from (5. 1), (5. 4'), and Eq. (1, 
8.3), is 
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B~k.k' =- o(r- r'){(n(rk»[1 + €(II(rk'»]t(k,k')p(k') + (n(rk'»[1 + €(II(rk»]!t(k',k)p(k)) 

+ o(r - r')o(k - k') J d3k"p(k"){(n(rk»[1 + €(II(rk"»] t(k, kIf) + (n(rk'»[1 + €(v(rk"»] t (k', kIf)}. 
(5.5) 

The microscopic A theorem (1. 4') now reads 

[VkoVr + Vk'o Vr , + F(r)li-lovk + F(r')Ii-lovk,]r(rk, r'k') 

+ Jd3k" t(k,k"){p(k")[1 + €(II(rk"»]r(rk, r'k') + €p(k)(II(rk»r(rk",r'k')} 

- Jd3k" t(k" ,k){p(k)[1 + €(II(rk»]r(rk", r'k') + €p(k") (lI(rk"» r(rk, r', k')} 

+ J d 3k"t(k',k"){p(k")[1 + €(II(r'k"»]r(rk, r'k') + €p(k')(II(r'k'»r(rk, r'k")} 

- J d 3k" t(k", k'){p(k')[1 + €(II(r'k'» ]r(rk, r'k") + €p(k")(v(r'k"»r(rk, r'k')} = B~k .k" (5.6) 

We first consider the Boltzmann case. The usual 
ansatz 

r = o(r - r')o(k - k')(n(rk» + f (5.7) 

is succesful, with f == 0 both for thermal equili­
brium ~ the steady state. [For two-body colli­
sions, r ;;!! 0 in the steady state (see Sec. 6).] The 
reason is that in the A theorem the collision 
terms, operating on the 0 part, cancel the func­
tional B, except for a difference o(r - r')o(k - k') 
I\oll (n(rk». The streaming terms under our pre­
sumed conditions yield 

(Astr + A~tr)[o(r - r')o(k - k')(n(rk»] 

= 6(r - r')o(k - k')Astr(n(rk», (5.8) 

as is easily verified. Since for a Boltzmann gas 
<,r; satisfies the regression equation for ~ n, the 
result (5. 7) with f == 0 follows. Results in the 
presence of space-charge forces we hope to con­
sider in future work. 

For the FD and BE cases we can try likewise 

The spectral density of the covariance function can 
be found from our previous equations. If only an 
external electrical field in the z direction is pre­
sent, the Green's function satisfies, with a = qE/Ii, 

S @+ aOVk@+@/T = o(r- r')o(k-k'); (5.12) 

whence 

X exp[- (ST + l){kz - k;)/aT]. 

Since we are only interested in the Green's 
operator 

~r(s)qJ(kr) = J@(kr,s;k'r')qJ(k'r')dO 

(5.13) 

we find for aT « kz' from integration by parts, 

Gttr (s) ~ [T /(1 + ST)] I, (5. 14) 

where I is the idem operator. For the spectrum, 
Eq. (1. 6a) yields 

~(kr,k'r', w) = 2(n(kr»0[1 + €(1I(kr»0 r BE or FD = o(r - r')o(k - k')(n(rk»O 

X [1 + €(v(rk»O] + f, (5.9) X 6(k - k')o(r - r')T/(1 + iWT) + hcj 

where detailed balancing applies to the local equili­
brium solution (lI(rk»O == f O of the Boltzmann 
transport equation, i.e., 

fO(rk}[l + €jO(rk')] ~(k,k') 

=fO(rk')[1 + €jO(rk)]t(k',k). (5. 10) 

When this is substituted into (5.6) one finds indeed 
that all terms in zero-order cancel, with the 
result for f 

(Astr + A:U + Aco 11 + A~Ol1)f 
= o(r - r')o(k - k')Astrf 0(1 + €f 0) 

+ o(r - r')[Sl)[fl(k) + Sl)[tjl(k')], (5. 11) 

where Sl is complex integral operator. The solu­
tion bas not been further pursued. 

+ terms in f. (5.15) 

Restricting ourselves to FD statistics and small 
fields, we have for the current fluctuations 

~AJLl.ir,r',w) = 2q2J J vkv)[,~(kr,k'r',w)d3kd3k' 

= 6(r' - r) q2 J #v)[v)[fO(1 - fO) 
1T3 

T d&dSk 
X --

I + w2.,.2 1i Iv)[1 
q2kT u dSF 

~ o(r - r') 1T31i ,-;rv(kF)v(k) v(k) 

TF x--=--
1 + w2Tj 

= 4o(r - r')kTu, (5.16) 
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where we used/O(1 - 10) = - kTa/o/aS RJ 

6(& - SF)' with &F being the Fermi energy; (J is 
the conductivity tensor of a Fermi gas. A more 
general route to obtain the equivalent of the 
Nyquist formula in the presence of arbitrary 
external fields will be followed in Secs. 7 and 8. 

6. CONNECTION WITH THE BBGKY TWO-
POINT EQUATION 

We substitute Eq. (1. 5) into the microscopic A 
theorem. The steady- state one-point distribution 
is also denoted by nO(rk) == (ri(rk». We con-
sider only a one-component Boltzmann gas. 
Observing that nO satisfies the regression equa­
tion, the A theorem yields the following result for 
the two-point distribution h: 

[VkOVr +Vk,oVr , + (F/If)oVk + (F'/If)°vk,]/2 (y,y') 

::=- (ACOll +A~oll)/2(Y'Y/) 

- o(y - y')AstrnO(y) 

+ By)',[nO(y)] - (ACOll + A~Oll) 

[nO(y)o(y - Y')]. 

(We wrote y for k, r.) 

(6.1) 

For one-body collisions the results of the previous 
sections apply. The collision integral is given by 
Eqs. (5. 2) and (5.4'), and the collision operator is 

A:oll•k cp(y) = J d3k l [t(k,kl )cp(k) -.t(kI,k)cp(kI)]; 

(6.2) 

the bar above the scattering probability indicates 
that the density of states has been absorbed, i.e., 
{(k,kl ) = ~(k,kl)P(kI)' As shown in the previous 
section, the last three terms of the rhs of Eq. (6. 1) 
cancel exactly for any steady state, whence, the 
two-point distribution satisfies 

[VkoVr + vk,oVr , + (F/If)°Vk + (F'/If)°vk,lt2(y,y') 

= - (A~Oll.k + A~Oll.k')l 2(y, y'). (6.3) 

More important, and in line with standard treat­
ments, we consider the case in which two-body 
collisions occur. We introduce the two-body 
scattering operator: 

~k[¢' 1tt] = J J J d3kId3k2d3k3[-t(kkllk2k3) 

x ¢(k)1tt(kI) + t(k2k3,kk.t)¢(k2)1tt(k3»)' (6.4) 

where the ('s satisfy some symmetry rules [Eq 
(18.8)]. The two-body collision integral is then 

(6.5) 

and the two-body collision operator is found to be 

The result is 

(j (r - r'){ - 2 J J d 3k 1 d
3k 2 [t(kk', k1k2)n0(k)n0(k') 

- t(k'kI,~)no(k')no(kl) 

- t(kkllk'k2)n°(k)n°(kl)] 

- o(k - k')JJJ d3kld3k2d3k3 

x [t(kkl,~k3)n0(k)nO(kl) 
+ !(k'kl> k2k 3)n°(k')n°(k1)]). (6.7) 

This is to be compared with the functional Byy 1 

given in Eq. (I 8.10). If detailed balancing applies, 
(6.7) is identical with (I 8.10),and a two-point 
equation entirely similar to (6.3) results. Thus 
the equilibrium result is simple. In a steady state 
the triple integrals leave a term o(y - y')Ak 
[nO(y)), which cancels the second term on the rhs 
of (6. 1) by virtue of Eq. (1. 7)! The final result is 
therefore 

[VkOVr + vk'oVr , + (F/If)oVk + (FI/Il)°Vk,]/2(y,y/) 

( II II)I ( ,) = - Acoll•k + Acoll. k' 2 y, Y 

+ oCr - r/)JJ d 3 k 1d 3k 2 

x [.t(kI~,kk')nO(kI)nO~) 

- t(kk/,kl~)no(k)no(k')], (6.8) 

with All expressible as in (6.6). 

Some authors introduce the Boltzmann operator 
~ as J dk t, where the integration is over the 
test particle and scattered k vectors. Then the 
first term on the rhs of (6.8) is 

~k[J2(k3,k')no(k2) - 1 2(k:l,k')n°(k) 

+ 1 2(k2k ')n°(k3) - 1 2(k,k')n°(kl)] 

+ ~,(same,k <E7 k']. 

The result (6.8) in this form corresponds with a 
form of the BBGKY two-point equation given by 
Tsuge,20 except for the inhomogeneous l5 term, 
which provides a "boundary condition" in case of 
confluence of r and r/. 

7. NOISE SOURCES ASSOCIATED WITH THE 
CONSERVATION THEOREMS OF THE 
BOLTZMANN EQUATION AND THE HYDRO­
DYNAMIC EQUATIONS 

Conservation theorems are obtained by multiplying 
the Boltzmann equation with summational invari­
ants "+'(rk), integrating over all k space, and Slim­
ming over all species. We first show that these 
conservation theorems have instantaneous validity. 

The stochastic Boltzmann equation for species p 
is 

A;~ll.kq,(y) =- ~ k[nO, ¢] - cr k[q"nO]. (6.6) (a~ + vkoVr + 1f-1FPovk)nP(rk, t) 

We calculated the last term on the rhs of (6.1). = AP[n(rk, t)] + ~P(rk, t). (7.1) 
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We assume that ~ is the Lorentz force qP(E + 
vk x B). With integration by parts we obtain 

:t f >II (rk) nPd 3k + Vr ° f>ll (rk)vknP d 3 k 

- f Vr WOVk n'd3k - Ii -1 f Vk ~ oFPnPd3k 

= fw(rk)A P[nP]d3k + fw(rk)~Pd3k. (7.2) 

Let a bar denote an average over k space: 

wPvk nP(r, t) = JP-.(r, t) = f d 3k"flk nP(rk, t). (7. 3b) 

The lhs of Eq. (7.2) can then be written in terms 
of these quantities. The first term on the rhs 
yields zero if w is a summational invariant: 

(7.4) 

The proof for one-body collisions [(18.2)] or two­
body collisions [(18.9)] is standard.21 The stochas­
tic term on the rhs can likewi&e be ignored, since 
its second moment is zero, as we now show. For 
one-body collisions [(18.3)]: 

~ f f W(rk)~r'k')BPq(rk, r'k')d3kd3k' = 6(r - r')~{ - f f d 3kd3k' w(rk)-w(r'k')[QP(rk,k') + QP(rk'k)] 
pq P 

+ f f d3kd 3k"w(rk)w(rk)[QP(rk,k") + QP(rk",k)]} = 1) (r - r')~ f d 3kl/J(rk)f d 3k'[QP(rk,k') 
P 

+ QP(rk',k)] [w(rk) -w(rk')] = 0, 

since the last square-bracketed expression is zero 
for any scattering k ---? k'. The proof for two-body 
collisions [(1 8.10)] is left to the reader22 ; whence, 
the result (7.2) becomes 

"'(Y- (wPn P) + V oJP -JP - Ii-I Vk\J/nPor') = O. 
L.J at r J/I Vr '" 
P (7.6) 

We stress that the k space averages here are still 
stochastic quantities, since the distributions 
nP(rk, t) fluctuate. Sometimes it is said that the 
collision terms have disappeared from the conser­
vation theorems, and one might think that also the 
stochastic terms have vanished. Neither is true, 
however, since the full stochastic Boltzmann equa­
tion is still needed for the calculation of the flow 
averages. 

We now discuss the fluctuations. In the flow aver­
ages fluctuations are only meaningful for frequen­
cies much less than the collision time (we look for 
hydrodynamic effects only). Also, the local chan­
ges are slow for most values of k; whence, a/at ---? 

iw ~ 0 and "str ~ "force only. Instead of (7.1) we 
consider therefore the solutions of 

(7.7) 

in which r is just a parameter. A special solution 
is then G It (0) ~(rk, t); to this we can add a solution 
of the homogeneous equation if it exists. Such is 
the case for the Boltzmann gas in any steady state 
and for FD and BE gases close enough to thermal 
equilibrium. We assume that the boundary condi­
tions are what Lax terms "fictitious bc"; i.e., we 
are interested in the fluctuations in a subdomain 
:D(r) of an infinite system with free exchange 
across the boundary. In this case, the distributions 
nP(rk, t} fluctuate, as well as the total densities 
nP(r, t}. 

We consider a steady state Boltzmann gas. {For 

(7.5) 

the near-equilibrium FD or BE gases, the results 
(7. l1}ff are also valid, providing the bar signifies 
a k-space average over the normalized distribu­
tion ex: nP(rk, t) [1 + EV'(rk, t»).} The required solu­
tion of (7. 7) is 

The first term, which satis~ies the homogeneous 
equation corresponding to (7.7), expresses the 
fluctuations of the distribution over k which are 
fully correlated; the second term stems from 
scattering, not correlated with the fluctuations in 
total density. (See also 1, Sec. 3D.) Substituting 
into (7. 3b), we find 

J~ = (J~) + (~PVk) t.1/(r,t) + Ilt(r,t), (7.9) 

with current sources 

Il~ = f d3kwk ~G,q(OHq(rk, t). 
q 

(7.10a) 

The other relevant sources are 

~! = f d 3kV r+ovk ~ ~(O)~q(rk,t), (7.10b) 
q 

J~ ::= f d 3kV kw E G{'i(O);q(rk, t). (7. lOc) 
q 

The conservation theorems (7.6) thus yield the 
stochastic hydrodynamic equations23 

('il(r» a~:;r,t} +vr.[(wllvk)~p(r,t)] 

- <vrwP °Vk) ~p(r, t) - Ii-I FPo <Vk-It)~P(r, t) 

= l"P _ 'if .IIP + If-I F P .,JP (7 11) 
"''I' r"'v v' • 

The sources are correlated. Using the results of 
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I, Sec. 6, and setting (}.I.p(t),.,. q(O» = M pq I>(t) we 
have, e.g., 

M!q(r, r') = f f d3kd3 k'iJ(rk)1JI(r'k')vkvk ' 

x E Gr (0) Gi, (0) ::: (rk, r'k') 
TS 

= f f d 3kd3k'1JI(rk)1JI(r'k')vkv k, 

x (~G{T(O) rTq(rk, r'k') + conj.) 

= fOatI (k)I(k')I (k")lJIlJ1'Vk Vk '{[o(k, t;k", 0) 

x r (rk", r'k')]pq + conj}, (7.12) 

where conj means p ~ q, k ~ k' , r ~ r', and where 
I(k) stands for f d3k. 

The three cases of common interest arise from 
setting 'It equal to the charlj,e qP, the momentum 
1'lkP, and the energy %mP(v - W)2; here w is the 
barycentric velocity defined by 

pw = EpP(vP) == EpPv:, (7. 13) 
P P 

pp(r,t) = mPnP(r,t),p = ~pP (7. 14) 

(~ is the drift velocity for species p). 

A. Charge Transport. 

The hydrodynamic equation for charge transport 
corroborates the macroscopic equations of Sec. 3 
and 4. With 'It = qP and,.,.~ = qPT/P, we obtain 

at.nP 
qP at + qPv'[v~(r)~nP(r,t)] = - qPv·T/p(r,t). 

(7.15) 

The middle term will also be denoted by M*P 
where the asterisk indicates that this fluctuation 
is" coarse grained in time", i.e., excludes the 
sources of (7.9). Then, 

qP a~nP + V'(M*P) = - qPv'~(r, t). (7.15') 

The current source is from (7. 12): 

H(r, r') = fodtd(k)d(k')d(k")VkVk , 

x [o(k,t;k" ,O)r(rk",r'k') + conj], (7.16) 

where d(k) means E f d3k P
• In case the Boltzmann 

:> 
equations for the various species are not coupled, 
d~) reduces to I(k), and only the diagonal elements 
H (r, r'} are of importance. When we compare 
(7.15) and (7.15') with (3.4) or (4.4), we see that 
the source B implies for the source::: of those 
sections 

::: (r, r') = Vr Vr ': fo""dtI(k)I(k')I(k")vkvk" 

x [g (k, t; k", 0) r(rk", r'k') + conj). (7.17) 

In Sec. 5 we have seen that near thermal equilibrium 
r(rk, r'k') cc I>(r - r ,) 6(k - k'). The k6 function is 

integrated out, but the r I> function remains. Thus, 
the source::: becomes of the form (2.9). The de­
tailed result depends on the model employed to 
evaluate the remaining integrals in (7.17), as is 
discussed in the next section. 

B. Momentum Transport 

We sum the equations for all species and assume 
that the energy surfaces are spherical, TikP = 
m P v)<: Then writing 

vPvP == (yP -(w»(vP - (w» + vP(w) + (w)vp - (w)(w), 

we obtain 

~ [A(pw) ] + V· [ ~(pww) 
at 

+ ~(vp - (w»(vp 
- (w» ~p] 

P 

- EF" ~pP ImP 
P 

(7.18) 

where 11' describe the pressure fluctuations and 
v the particle fluctuations. The bar term can also 
be written as V • AP*, where P is the pz;essure ten­
sor. In the absence of external fields, the noise 
sources are VV': IT with the fourth-order tensor 
II given by 

II(r, r') = fo""dt d(v) d(v') d(v")vvv'v'mm' 

x [o(vt;v", O)r(rv", r'v') + conj]. (7. 19) 

From Eq. (7. 18) a stochastic Navier-Stokes equa­
tion can be derived. This will not be further pur­
sued. 

C. Heat Transport 

With 'It = uP = % mP(v
p 

- W)2 we can obtain a sto­
chastic heat transport equation for a classical 
system with barycentric flow. The result is quite 
complex. We shall instead consider the heat flow 
in a one-component FD gas, such as for electrons 
in a metal. Let 1JI =8(k) - qc)(r) - Ii =8(k) -
K(r) , where c)(r) is the electrical potential, K(r) is 
the chemical potential, and Ii is the electrochemi­
cal potential. The heat flux will be defined by24 

K(r, t) = f d 3k[8(k) - K]vkn(rk, t) 

(7.20) 

With the same notation as before, we obtain from 
(7.11) 

a~ [(8 - K) ~n] + v'~*(r, t) + i 'M* 

= - v·€ - vjJ.·T/, (7.21) 

where € describes the energy flow fluctuations, 
and T/ the particle flow fluctuations as given by 
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(7.16). [We used here Vk & = Ilvk and il = K + q4>.) The distribution cp'(rk) may be further expanded 
The last term in (7.21) stems from the Joule heat- according to powers of the magnetic field: 
ing. We write again 

(E(r, t)€(r', t'» = E(r, r')o(t - t'), 

(€(r, t)11(r', t'), = Z(r, r')o(t - t'), 

where 

E(r, r') = fo"" dtI(k)I(k')I(k") (&(k) - K(r» 

x (&(k') - K(r'))vkvk, 

cP' = CPh + CP1 + CPa + ... ; (8.4) 

Eq. (8. 3) then generates a series of equations, con­
necting functions of certain order to others which 
are one order lower (cf. Price26). We shall omit 
these refinements. 

The solution of (8.3) and similar equations of 
Price are, in our notation, 

x [g(k, t; k", O)r(rk", r'k') + conj) , (7.22) cp'(rk) = - (" + iw)-l A'CP S(rk) 

Z(r, r') = q fo""dtI(k)I(k')I(k")(&(k) _ K(r»vkvk' = - 10"" e-
iwt 

dtI(k')n(k, t; k', 0)" 'cpS(rk'); (8.5) 

x [0 (k, t; k", O)r(rk", r'k') + conj). (7.23) whence also, 

The total spectrum of the sources is now immedi­
ately found. Writing Me* and W in terms of 
grad ~ and grad T , we arrive at a stochastic heat 
conduction equation. 

8. NOISE SOURCES AND TRANSPORT 
COEFFICIENTS 

The various noise sources introduced are closely 
related to the transport coefficients. In a near­
equilibrium state this is of course already borne 
out by the fluctuation-dissipation theorem. The 
results of this section then merely provide a 
microscopic basis for the validity of this theorem. 
In a steady state, new information can be obtained, 
not available from equilibrium statistical mechan­
ics or near-equilibrium irreversible thermody­
namics. 

A. Hot-Electron Boltzmann Gas 

In a steady state, far from equilibrium, it is ex­
pedient to c,onsider the "differential transport 
coefficients" (c!. Price25 ). Thus, let there be a 
steady transport characterized by "force = (q Ill) 
(Eo + vk x B)'V k' whereas there will be a position­
dependent small perturbation 

(8.1) 

We write further 

(n(rk, t» = cpS(rk) + cp'(rk). (8.2) 

As usual, the steady part cP S must be reinterpreted 
as a local distribution; Le., the integration constants 
of the steady-state solution are allowed to be pOSi­
tion dependent. We assume that the perturbation 
is proportional to etwt• For E' this is easy to rea­
lize. A periodic diffusion is hypothetical in that 
we must vary some parameter of the local distri­
bution (e.g., ijIe electrochemical potential V r ~ 
(o/O/l)vrlloe,wt). Then,for the first-order per­
turbations, we have 

(iw + "force + "COli) cp'(rk) = - A'cp S(rk). (8.3) 

= 1 
q, == cps(r) f q,(rk)cp'(rk)d3k 

= - cP }(r) fo"" e-
iwt 

dtI(k)I(k')'l1(rk) 

x 0 [k, t; k', O)A'CP S(rk'), (8.6) 

where the double bar denotes a k- space average 
over the differential distribution cp' / cp S(r). In 
Price's n0tation we should introduce 

(1JI; t)rxnd = I(k) lJI(rk)g (k, t;k', 0); (8.7) 

this is kind of a "probability, after effect" whereby 
the Green's function is interpreted as a conditional 
probability while the partic:le k vector undergoes 
Brownian motion (compare'I, Sec. 1 for criticism 
on this view). From the last two equations we 
arrive at 

~ = _ 1. "" e_iwt dtI(k)(,y' t) A' cp s(rk) 
o ' ccn:I ,cpS(r) 

(8.8) 

~ _ 100 
e-twt dtI(k)A:(lJI· t) (e(rk) 

o ' corxl cpS(r) , 

where k is the operator adjoint to N [the last 
expreSSion is only correct if A' does not work on 
the normalization function cps (r»). This is Price's 
result, obtained in a simple way, without the use of 
the conjugate quantities ~T and the "integral 
method" introduced in his articles.27 , 28 Finally, 
using again the single bar to signify space aver­
ages over the stationary distribution cp s / cp 8(r), 

(8.9) 

The differential current J' = qv'Cp s(r) has a diffu­
sion part - qV 'D*cf> S(r) and a conduction part 
cr* 'E' according to the terms of A' in (8.1), where 
D*(w) and a*(w) denote the differential diffusivity 
and conductivity. From (8.6) we find in a straight­
forward fashion 
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00 (f(rk') 
D* = 1. e -iwt dtI(k)I(k')vk vk' rJ (k, t;k', 0) s() , o . 1> r 

(8.10) 

0'* = - q fooo e-iwt dtI(k)I(k')VkrJ (k; t; k', 0)11- 1 

X v k '1>S(rk'). (8.11) 

Using Price's quantities (8.7), we obtain results 
that take a slightly different form: 

D* = 1"" e-twtdt v(v; t)cood' 
o 

(8.10') 

0'* = q(nS(r» fO e-twt dttl- 1 V k(Vk ; t)cond' 

o (8.11') 

For most frequencies of interest (up to Ghz range) 
the factor e-iwt "" 1; then lOOdt (v;' t)cond defines a 
vector mean free pathl(k)~ Further, we let 1>' --70 
and 1> s (rk) --7 (n(rk» a posteriori. 

Price's formulas are particularly simple; it is 
tempting to interpret (8.10') as the correlation 
function of the velocity fluctuations. Then, by the 
Wiener- Khintchine theorem the velocity fluctua­
tion spectrum is 4D* and the corresponding cur­
rent fluctuation spectrum is 4D*(n(r»o(r - r'). 
According to Price, this is an exact result. 

We believe, however, that this is incorrect. By 
interpreting the Green's function as the conditional 
probability for changes in k, independence of the 
carriers is tacitly assumed. 

Formulas (8.10') and (8. 11') place the time depen­
dence in the operators v(t), a sort of Heisenberg 
form, whereas formulas (8.10) and (8.11) vest the 
time dependence in the distribution function 
1> (rk, t), a sort of Schrodinger form. In the quan­
tum - statistical equilibrium treatment, the equi va-
1ence of these pictures is well founded and the 
Kubo formula, of which (8. 10') and (8.11') are 
reminescent, results. In the steady state, as appli­
cable to a hot-electron gas, the equivalence re­
quires the validity of 

r(rk; r'k') = (n(l"k»o(r - r')o(k - k'), 

which can only be verified if the noise sources 
enter explic itly into the theory. W e have seen that 
the above result is exact only if (a) electron­
electron scattering is absent, (b) space-charge 
forces in the streaming terms are absent. 

Under the above conditions, Price's results follow 
more directly from our expression (8.10). Com-

1 K. M. van Vliet, preceeding paper, J. Math. Phys.12, 1981 
(1971). 

2 Lord Rayleigh, Phil. Mag. 47,246 (1899). 
3 G. Uhlenbeck and L. S. Ornstein, Phys. Rev. 36,823 (1930); 
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parison with (7.16) yields 

b = 2H(r, r') = 4D*(n(r»o(r - r'). 
II 

(8. 12) 

The equivalent noise temperature is found by 
setting 

(8. 13) 

The calculation, involving the evaluation of the 
vector mean free path l(k) and its derivative 
3ljdk, was carried out by Price25 and was com­
pared with experiments by Erlbach and Gunn.29 In 
thermal equilibrium Eq. (8.12) holds a fortiori, 
withD* --7D and (Ji = T. 

B. Heat Conductivity and Seebeck Effect in near 
Equilibrium 

The general formulas for other transport coeffi­
cients in a near-equilibrium state are well known. 
In order to compare with the elementary treat­
ments, we write also 

(8. 14) 

where Top is a "relaxatig,n time operator." Using 
(5.9) for a FD gas, with r --70 for a near-equili­
brium state, one easily finds for the noise sources 
(7.22) and (7.23): 

E(r, r') = 2kT2Ao(r - r'), 

Z(r, r') = 2kT20'o(Jl)(r - r'), 

(8.15) 

(8.16) 

where A is the heat conductivity, a the electrical 
conductivity, and B is the Seebeck tensor. The last 
result can also be expressed in the Peltier tensor 
1f noticing l1(B) = Te tr(_ B). In all instances, gene­
ralized Nyquist relations are obtained. 
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A comprehensive treatment of the application of the double Laplace transform to the combined boundary­
initial value problem for systems of linear, hyperbolic, partial differential equations with constant coeffi­
cients is given. The treatment is restricted to two independent variables x and t. A discussion of the 
relations among the boundary and initial conditions necessary for a well-formulated problem is given, 
and it is shown that the solution subject to these restrictions does satisfy the boundary and initial con­
ditions. An extensive examination of the solution in different regions of space-time is given, and the 
connection between this solution and the more common "normal-mode" solution proportional to 
exp[ikx - iw/(k)t] or exp[ikz(w)x - iwt] is discussed. A generalized wave equation is used throughout 
the paper for illustration. 

1. INTRODUCTION 

In this paper various aspects of the mixed boun­
dary-initial value problem for systems of linear, 
hyperbolic, partial differential equations of two 
variables x, t are discussed. Such systems of 
equations arise in linearized treatments of the 
dynamical properties of many physical systems, 
especially in connection with the stability proper­
ties of prescribed states. A natural method for 
obtaining the solutions of these types of equations 
in the region x ? 0, t ? 0 is to use double Laplace 
transformation. This paper gives a comprehensive 
treatment of the application of this method to the 
mixed boundary-initial value problem. 

Depending on the characteristics of the system of 
differential equations, the inverse Laplace trans­
formation is not always defined for arbitrary 
boundary and initial conditions. A prescription for 
treating this difficulty has been proposed by seve­
ral authors. 1 - 3 In this paper the content of this 
prescription is clarified, and it is proved that the 
prescription leads to a solution satisfying the 

prescribed boundary and initial conditions. A 
well-formulated expression for the general solu­
tion is obtained, and the character of this expres­
sion in different regions of space-time as well as 
its relationship to more common expressions, is 
extensively discussed. 

In the usual treatments of the equations described 
above, the initial and boundary value problems are 
treated separately. A method commonly used is 
to assume a solution proportional to e ikx (for ini­
tial value problems) or e-iwt(for boundary value 
problems) and to Laplace or Fourier transform 
in the remaining variable. In this way one obtains 
"normal-mode" solutions which are proportional 
to exp[ikx - iwz(k)t) or exp[ikz(w)x - iwt), where 
wz(k) and kz(w) are roots of a dispersion relation 
D(k, w) = O. Such solutions, of course, are not 
valid in all parts of the space-time region x ~ 0, 
t ~ 0 if the system is bounded at x = 0 and subject 
to initial conditions at t = O. One of the objectives 
of the present paper is to clarify the relationship 
between the general solutions and these normal-
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1. INTRODUCTION 

In this paper various aspects of the mixed boun­
dary-initial value problem for systems of linear, 
hyperbolic, partial differential equations of two 
variables x, t are discussed. Such systems of 
equations arise in linearized treatments of the 
dynamical properties of many physical systems, 
especially in connection with the stability proper­
ties of prescribed states. A natural method for 
obtaining the solutions of these types of equations 
in the region x ? 0, t ? 0 is to use double Laplace 
transformation. This paper gives a comprehensive 
treatment of the application of this method to the 
mixed boundary-initial value problem. 

Depending on the characteristics of the system of 
differential equations, the inverse Laplace trans­
formation is not always defined for arbitrary 
boundary and initial conditions. A prescription for 
treating this difficulty has been proposed by seve­
ral authors. 1 - 3 In this paper the content of this 
prescription is clarified, and it is proved that the 
prescription leads to a solution satisfying the 

prescribed boundary and initial conditions. A 
well-formulated expression for the general solu­
tion is obtained, and the character of this expres­
sion in different regions of space-time as well as 
its relationship to more common expressions, is 
extensively discussed. 

In the usual treatments of the equations described 
above, the initial and boundary value problems are 
treated separately. A method commonly used is 
to assume a solution proportional to e ikx (for ini­
tial value problems) or e-iwt(for boundary value 
problems) and to Laplace or Fourier transform 
in the remaining variable. In this way one obtains 
"normal-mode" solutions which are proportional 
to exp[ikx - iwz(k)t) or exp[ikz(w)x - iwt), where 
wz(k) and kz(w) are roots of a dispersion relation 
D(k, w) = O. Such solutions, of course, are not 
valid in all parts of the space-time region x ~ 0, 
t ~ 0 if the system is bounded at x = 0 and subject 
to initial conditions at t = O. One of the objectives 
of the present paper is to clarify the relationship 
between the general solutions and these normal-
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mode solutions. It is shown that the normal modes 
exp[ikx - iwz(k)t] are valid in general only for 
x> ct, whereas the modes exp[ikz(w)x - iwt] are 
valid in general only if c't > x, where c and c' are 
non negative constants related to the characteris­
tic velocities of the system. Moreover, when the 
normal-mode solution is not valid, it becomes 
clear in what manner complicated transient be­
havior takes its place. Even if transient effects 
are not of primary interest, there is a considerable 
conceptual advantage in understanding how these 
normal-mode solutions fit into the general solu­
tions. There are, in fact, situations in which non­
normal-mode solutions may persist for all t> 
x / c, a fact easily understood from the general 
analysis. 

To illustrate many of the points in the following 
sections, the generalized wave equation (GWE): 

[Ut +c la:)(:t+ C2 a:) -b l b2]f(x,t)=0 
(1. 1) 

is employed. This equation is equivalent to the 
following system of equations: 

af 1 af 1 
at + c l ax + blf 2 = 0, (1. 2) 

with constant coefficients since they can be equi­
valently written as systems of first-order equa­
tions. 4 For the sake of transparency, only two 
independent variables, x and t, are considered. 
Only systems with the same number N of unknowns 
and equations are treated. The equations to be 
considered are then of the form: 

af· af· 
aij"af + b;j a: + Cijfj = 0, i,j = 1,"', N. 

(2.1) 

Summation with respect to repeated indices is 
understood throughout this paper, the!; = f;(x, t) 
are the N unknown functions, and alj' b ij' and c ij 

are elements of real, constant N x N matrices. 

In addition, only those systems of the above form 
which are hyperbolic as defined by Gelfand and 
Shilov5 are considered. This definition, para­
phrased slightly, is as follows: First, det laij I is 
assumed nonzero. The roots of the polynomial 

(2.2) 

are denoted by p z(q), 1 = 1, •.• ,N, and the function 
p(q) is defined as follows: 

p(q) = max{Repi(q) Ii = 1,,,,, N}. (2.3) 

(1. 3) The system (2.1) is then hyperbolic if P(q) is 
bounded by a linear function of i q i : 

These equations reduce to the usual wave equation 
if Cl = - c2 and b l = b2 = O. Depending on the 
values of c l , c2 , b l , and b 2 , this system can exhibit 
various types of instabilities or propagating pro­
perties. 

The organization of the paper is as follows: Sec­
tion 2 deals with the equations to be treated and the 
known existence-uniqueness theorems. The double 
Laplace transformation is discussed in Sec. 3. 
Section 4 contains a review of the definition of 
characteristics for systems of equations and their 
relationship to the dispersion relation. Sections 
5 and 6 treat the restrictions among the boundary 
and initial conditions necessary for a well-formu­
lated problem. The demonstration that the solution 
does satisfy the boundary and initial conditions is 
given in Sec. 7. Section 8 contains a discussion of 
the solution in the various regions of space-time, 
Finally, Sec. 9 gives the relationship between the 
general solutions and the normal-mode solutions. 
The reader interested in only the mechanics of the 
method, which is fairly straightforward, might omit 
the discussion on the definition of hyperbolic sys­
tems and the related existence-uniqueness theo­
rems in Sec. 2, all of Sec. 7, and possibly Sec. 9. 

2. FORM OF THE EQUATIONS 

This paper treats systems of first-order, linear, 
homogeneous, partial differential equations with 
real, constant coefficients. The method is applic­
able, however, to single higher-order equations 

P(q):::: Aiqi + B, (2.4) 

and for purely imaginary q = ik, p(q) is bounded: 

P(ik) :::: C. (2.5) 

Systems which are hyperbolic in this sense are 
precisely those for which the Cauchy problem 
[determination of a solution which satisfies 

fi(x,O) = cMx) , i = 1, ... ,N for given initial con­
ditions cMx) specified for all x] is well posed in 
the region t 2: 0, i x I < 00 for sufficiently smooth 
initial conditions; that is, the solution exists, is 
unique, and depends continuously on the initial 
conditions. 6 - 8 

While the preceding definition of hyperbolicity is 
the most useful in consideration of the Cauchy 
problem, another, more restrictive definition 
seems to be more appropriate for the mixed prob­
lem (determination of a solution which satisfies 
specified initial conditions at t = 0 and boundary 
conditions at x = 0). This definition, due to Cour­
ant and Hilbert9 and also slightly paraphrased, is 
as follows: It is assumed that det I au I ;r. O. The 
system (2. 1) is hyperbolic (in this sense) if the 
roots C i' i = 1, .. '., N of the equation 

(2.6) 

are real, and in addition the matrix A -IE has N 
linearly independent eigenvectors lit i =:: 1, ... ,N. 
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(A is the matrix with elements aij' and B, the mat­
rix with elements bij") Equations which are hyper­
bolic according to the second definition are linear­
ly equivalent to a system 

where the F i = F i(X , t) are linear combinations of 
the f ;(x , t), and the cLare the elements of a con­
stant matrix. [The index i is not summed in Eq. 
(2.7).] The form (2.7) is called the normal form of 
Eq. (2.1) when it exists. This second definition 
has the advantage that for systems of this type the 
problem of finding a solution for the following spe­
cification of initial and boundary conditions is well 
posed in the region x 2: 0, t 2: 0. 10 The functions 
fi(x,O) = (p;(x) are specified at t = 0 for x 2': 0, and 
if there are M of the c. which satisfy c; > 0, then 
M of the functionsf;(O,'t) = !/;j(t) are specified at 
x = 0 for t 2: O. The M functionsfj(O, t) which are 
specified must be chosen so the remaining N - M 
functions can be expressed linearly in terms of 
them. The converse of this theorem, that is, that 
only those systems which are hyperbolic according 
to the second definition have solutions to the prob­
lem described, is not proved to the best of the 
authors' knowledge, as was the converse of the 
corresponding theorem applicable to the Cauchy 
problem. 

The rationale for using the first definition in this 
work is simply that there are systems of physical 
interest which are hyperbolic according to the first 
definition but not according to the second definition. 
The discussion of this paper seems to apply to at 
least some of these systems. The distinction be­
tween the two definitions lies in systems in which 
two or more of the c j are equal. (If all the c i are 
distinct, there always exist N linearly independent 
eigenvectors l; of the matrix A-lB.) The lack of a 
converse to the existence-uniqueness theorem for 
the mixed problem leads one to hope that an exis­
tence-uniqueness theorem in some form also 
exists for those equations to be considered which 
are not hyperbolic according to the second defini­
tion. 

3. DOUBLE LAPLACE TRANSFORMATION OF 
THE EQUATIONS 

As stated in the Introduction, the method of solu­
tion of the equations defined in Sec. 2 is to be 
double Laplace transformation. This method is 
especially appropriate for the mixed boundary­
initial value problem in the region x 2: 0, t 2: O. 
The transforms are defined as follows: 

F iCp, q) = JoOOdt fooodx e-pt-q"f;(x, t), 

I roo -pt fi Cp) = Jo dt e '1;(0, t), 

ffI(q) = Jooodx e-qxfi(x, 0). 

(3.1) 

(3.2) 

(3.3) 
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F i(P, q) is the double transform of fj(x, t), and 
ffCp) andfIJ(q) are the single transforms offi(O, t) 
andfi(x, 0), respectively. The boundary and initial 
conditions are assumed to be Laplace transform­
able. The inverses are given by1,1l 

fi(x,t) = (27Ti)-2 i dPi dp ept+q"Fi(P,q), (3.4) 
cp cq 

fi(O,t) = (27Ti)-1 i dPePtfiCp), (3.5) cp 

(3.6) 

The contours C p and C q are the usual Bromwich 
contours, which are straight lines p = Po + ia and 
q = qo + iT, where a and T vary from -r:IJ to +~ and 
Po and qo must be chosen so that the contours lie 
to the right of all singularities in the P and q 
planes, respectively. It is seen in Sees. 5 and 6 that 
this procedure is not defined in some cases unless 
the transformsffCp) andfiI(q) are suitably restric­
ted. 

To find the Laplace transformed solution to Eqs. 
(2.1), the equations are multipled by exp(- pt­
qx) and integrated over t and x from 0 to r:IJ. After 
integrating by parts, 1, 11 the equations become 

These equations form an algebraic system of 
equations whose solution is 

F iCp, q) = [aj//iI(q) + bjlJ'!'(p)]dji Cp, q)!DCp, q), 

(3.8) 

where 

ilij = ilijCp, q) = aijP + bjjq + c ij ' 

D = DCp, q) = detl ilij I, 
d jj = dijCp, q) = cofactor of il jj • 

(3.9) 

(3.10) 

(3.11) 

The unknown functionsfj(x, t) are then given by 
Eq. (3. 4) along with Eq. \3. 8). 

If one had treated Eqs. (2. 1) by Fourier transfor­
mation, the exponential factor in the integral (3.4) 
would have been exp(ikx - iwt) instead of exp(pt + 
qx). The relationship between (k, w) and (p, q) is 
thenp = - iw and q = ik. 

4. CHARACTERISTICS 

Characteristics are widely known to play an 
important part in the theory of partial differential 
equations. In many physical treatments, however, 
the emphasis is placed on the dispersion relation­
ship, and the characteristics are Slighted. In this 
paper the important role played by the characteris­
tics is emphasized. 

The characteristic determinant of the system of 
equations (2.1) is defined by 
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(2..1!. acf»_ I acf> ~I Q at' ax - det aij at + bij ax ' (4.1) 

and the characteristics are given in terms of the 
solutions cf>, = cf>,(X, t), 1 = 1"", N of Q = ° by 
cf>,(X, t) = const: 12 For the case of constant ail and 
b ij the cf>, are m the form cf>,(X, t) = x - c,t. The 
C l' 1 = 1, ... ,N, which are called the characteris­
tic velocities, are the same quantities which 
appeared in the second definition of hyperbolicity. 
For equations of the type considered here, the C I 

are real and constant. 

The equation D(P, q) = ° is the dispersion relation 
for the system (2.1). [D(P, q) is defined in Eq. 
(3.10).] There is a simple but important relation 
between the roots pM), 1 = 1, ... ,N of the dis­
persion relation and the characteristic velocities 
C,(q).13,14 Since 

D(p,q)=detlaijP+bijq+cijl I II 1-700) Q(P,q), 
P , q (4.2) 

the roots P ,( q) are asymptotically equal to 
- C lq. Thus each root pM) can be associated with 
the characteristic velocity C z. (This association is 
not necessarily unique. See Sec. 6.) 

It is common to represent the roots of the disper­
sion relation on a dispersion diagram. This dia­
gram shows w l(k), when w l(k) and k are real (P = 
- iw, q = ik). Such a diagram is shown in Fig. 1 
for the GWE for various choices of the characteris­
tic velocities and the quantity b 1 b 2' (The four dia­
grams shown represent the four basic types of 
instability, which are distinguished in part by the 
slope of the characteristics. This is another ex­
ample of the physical importance of characteris­
tics and has been discussed by Akhiezer et al. 13 ) 

5. RELATIONS AMONG THE BOUNDARY 
CONDITIONS 

As was noted in Sec. 2, the expression (3.4) does 
not always represent a solution unless the bound­
ary and initial conditions are suitably restricted. 
There are essentially two kinds of restrictions, 
and these are treated in this and the following 
sections. The type of restriction treated in this 
section occurs if one or more families of charac­
teristics lie parallel to the boundary x = 0,12 that 
is, if some of the C i are zero. [No families of 
characteristics lie parallel to the boundary t = ° 
corresponding to C i = 00, for if this were the case, 
the system (2.1) would not be hyperbolic. 15 ] 

If there are L families of characteristics parallel 
to the boundary x = 0, then L of the cJ>i(x, t) must 
be of the form cJ>i(X, t) = x. In that case, the 
characteristic determinant, Eq. (4.1), becomes 
Q = det I b ij I = 0. Thus there are characteristics 
parallel to the boundary x = ° if and only if 
det I b ij I = 0. (Similarly there are characteristics 
parallel to the line t = ° if and only if det 1 ai·1 = 
O. It has been assumed that det 1 aij I ~ 0, so ihere 
cannot be characteristics along t = 0.) 

It follows that if there are characteristics on the 
boundary x = 0, the rank R of the matrix with ele­
ments b.· must be less than N. (It is not necessary 
that R ~'JN - L, only that R ~ N - L.) In this case 
there are N - R linearly independent solutions 
l.(i) k = 1 ... N - R and i = 1 ... N of the 

" , (k ' ." If E (2 1) equations 1; )b ij = ° for J = 1, ... ,N. qs.. 
are multiplied by l[k) and summed and x is set 
equal to zero, the result is 

( af· 1\ 
Ii (k\a ij a/ (0, t) + cijfi/O, t») = 0. (5.1) 

These equations can be seen to be N - R relations 
that must be satisfied by the boundary conditions 
f.(O, t) as a consequence of characteristics lying 
o'n the boundary x = 0. This result is not so re­
condite, in that it merely states that the boundary 
conditions must be chosen to satisfy the system 
of equations (2.1) when x = 0. If Eqs. (5. 1) are 
Laplace transformed, corresponding relations 
among the f~(P) are obtained: 

li(k)[(aijP +cijlfJ(P)] = l[i)aijfj(O,O). (5.2) 

As an example of this type of restriction one may 
take the GWE with b1 = b2 = 0, and c2 > 0. Such 
an equation describes wave motion in a medium 
moving with a velocity equal to the wave velocity 
in the medium when the latter is at rest. The 
velocity c 2 is twice this velocity. Equation (5.1) 
gives the relation among the boundary conditions 
to be af1(x = 0, t)/at = 0. The known general solu­
tion of these equations is 

f 1 (x, t) =f(x - c 1t) =f(x), 

f 2(x, t) = g(x - c2 t), 

(5.3) 

(5.4) 

where f and g are arbitrary, sufficiently differen­
tiable functions. Since f 1 (x = 0, t) = f(O) = const , 
the relation is satisfied by this solution. 

6. RELATIONS AMONG THE BOUNDARY AND 
INITIAL CONDITIONS 

The restrictions on the boundary conditions treated 
in the last section occur if some of the C i are 
zero. The restrictions treated in this section 

Fig. 1. Relationship between 
the charac teristics and the 
asymptotes of the dispersion 
diagram for the generalized 
wave equation. 
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occur if some of the C i are negative. Figure 2 
demonstrates how information specified at t = 0 
is carried throughout the system. If, as is shown 
in this figure, there are characteristics with C i < 
0, then some of this information is transmitted 
back to the boundary x = O. It is to be expected, 
then, that any additional information specified at 
x = 0 must be comptatible with the information 
which is propagated to x = 0 from conditions spe­
cified at t = O. 

To see how this restriction occurs mathematically, 
it should be recalled that the contours C p and C q 
for the inversion integral (3.4) must lie to the 
right of all singularities in their respective planes. 

Now if there are some C i < 0, then the correspond­
ing roots of the dispersion relation p i(q) -'> I C i I 
as q -'> 00. Since D(p, q) = 0 at p = p .(q), the inteq 

grand in (3.4) has a pole atp =Ph). There is a 
corresponding pole in the q plane at q i(P) -'> 

lcil-1p. For roots of this type (ci < 0), there is 
no way to choose the contours C p and C q both to 
the right of singularities in their respective planes. 
To see how this comes about, assume qo is chosen 
so that C q lies to the right of q i(P 0)' See Fig.3. 
It is then necessary that P i(q 0) lie to the right of 
C in the p plane, a prohibited situation. The 
effect of such a situation would be to make the 
integral (3.4) divergent. The corresponding case 
for c i > 0, for which there is no such problem, is 
also shown in Fig. 3. 

The most obvious solution to this problem is to set 
the residues of these poles equal to zero, that is, 

Fig. 2. A schematic illustra­
tion of how information speci­
fied at t == 0 is transmitted 
through the system along the 
characteristics. 
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Fig. 3. Impossibility or' constructing Bromwich contours Cp and 
C when there are negative characteristic velocities. The cor­
r:sponding case for positive-characteristic velocities is also 
shown. 

to eliminate the poles. This is the approach taken 
by several authors. 1- 3 None of these authors has, 
however, examined the consequences of this 
approach, apart from particular examples. In fact, 
it is not generally the case that the above pres­
cription is unique, although the lack of uniqueness 
is of no real consequence. 

The question of uniqueness is treated first. It is 
usually the case that two roots p h) and p /q), i '" 
j correspond to two Riemann sheets of the same 
function. If the cut between the two sheets is taken 
differently, the roots have different values for 
some values of q. There is no reason to specify 
that the cuts be made in a particular way, and in 
fact, it is convenient to be able to choose them in 
different ways for different purposes. If the Pi(q) 
are not unique, then setting a residue equal to zero 
at p = P i(q) is not a unique prescription. This dif­
ficulty is resolved by noting that it is only neces­
sary to set the residue equal to zero for P and q 
on and to the right of C and C q' respectively. In 
this region the roots p /q) are uniquely specified 
by their asymptotic values. (C p and C q are to the 
right of any branch points.) For the integration in 
(3.4) it is only necessary to know the integrand 
for values of P and q on their respective contours 
C p and C q' Changing the cuts does not change the 
value of the integrand on the contour. If it is de­
sired to know the integrand in the region to the 
left of the contours, it may be obtained by analytic 
continuation. It can be seen, then, that even though 
the prescription is not unique, the results when 
inverted to (x, t) space are unique. 

The next problem is to find what restrictions on 
the boundary and initial conditions are obtained 
from this prescription. If it is assumed that the 
roots P i(q) which are connected with negative 
characteristic velocities are all distinct,16 then 
it is sufficient to set 

at each of the roots P i(q) [or q i(P)] which are asso­
ciated with negative characteristic velocities . 
Equation (6.1) is a restriction among the boundary 
and initial conditions. It appears, however, that 
there are, in fact, N restrictions [one for each 
value of i in Eq. (6.1)] for each root associated with 
a negative characteristic velocity. There is , in 
fact, only one restriction. In order to see this, it 
is convenient to consider the equation for expanding 
a determinant in terms of its cofactors: 

(6.2) 

The symbol a'k is the Kronecker a symbol. For 
p = p;(q) the ~xpression becomes Aijd kj = O. This 
is a system of algebraic equations for d kj for 
given, fixed k. Since the matrix with elements Alj 
has rank N - 1 (at least one dij must be nonzero 
or there would be no pole in the first place), there 
is only one linearly independent solution to this 
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equation. Thus dkj must be proportional to dnj for 
j, n = 1, "', N. In other words, all the rows of the 
matrix with elements dlj are proportional at any 
root of D = O. Similarly, using the second part 
of Eq. (6. 2), all the columns are proportional. It 
follows that there is only one independent relation 
(6.1) for each cj < O. 

As an example of this type of restriction, one may 
take the wave equation (the GWE with b 1 = b2 = 
o and - c 1 = c 2 = c). The restriction correspond­
ing to Eq. (6.1) is 

(6.3) 

which can be inverted to give 

1 1(x, t = 0) - 11 (x = 0, t = x/c) = O. (6.4) 

Equation (6.4) is consistent with the known general 
solution 

II =/(x - CIt) =/(x + ct), 

h = g(x - C2t) = g(x - cl), 

(6.5) 

(6.6) 

where I and g are arbitrary, sufficiently differen­
tiable functions. It should be noted that if the 
terms bland b2 are not taken to be zero, then there 
are still relations among the boundary and initial 
conditions analogous to those obtained in this and 
the preceeding sections. (The bland b 2 terms do 
not affect the characteristics.) In this case, how­
ever, the general solution is no longer a simply 
expressible form, and the relations obtained are 
consequently more useful. 

7. SATISFACTION OF THE BOUNDARY AND 
INITIAL CONDITIONS 

If one wishes to apply the uniqueness-existence 
theorems discussed in Sec. 2, it is necessary to 
verify that the solution (3.4), subject to the res­
trictions (5.1) and (6.1), indeed approaches the 
initial (or boundary) conditions as t (or x) approa­
ches zero. An outline of the proof for the satisfac­
tion of the initial conditions is as follows. If the 
transform F i(P, q) in Eq. (3. 4) is expanded in a 
power series in p-l, those terms involving 
(p-1)n for n > 1 do not contribute as t -7 O. In other 
words, it is sufficient to replace Fi(p, q) in Eq. 
(3.4) by its limit for large p in order to find 
Ij(x, t -7 0). The bulk of the proof consists in find­
ing this asymptotic limit of Fi(p, q). A similar 
procedure can be carried out for the boundary 
conditions, in which case the limit as q -7 ex:> is 
desired. 

It is necessary to know the large-argument expan­
sion of the transforms I;(P) of the initial condi­
tions/i(O, f). It is assumed that these initial condi­
tions are such that, in a neighborhood of f = 0, they 
can be expanded in a Taylor's series: 

J!i (0, 0) 
li(O, t) =h,(0, 0) + t at + ... (7.1) 

Further, it is assumed that, as long as t is res­
tricted to the above neighborhood, the function 
Ij(O, t) may be replaced by the function whose ex­
pansion is (7.1) for all t. This fact should be kept 
in mind since no distinction will be made between 
the two functions in the following, because only 
small l is considered. A similar statement applies 
to !i(x, 0) in the limit x -7 O. 

If Eq. (7. 1) is transformed, the result is the de­
sired expansion in p-1: 

I(p) -1 ( ) -2 ali(O, O) 
Ii = P ii 0,0 + p at + ... (7.2) 

Two cases will be considered-case A: detlbijl ~ 
o and case B: det Ibij 1 = O. It should be recalled 
that det 1 aij 1 is always nonzero. 

Case A is treated first, and satisfaction of the ini­
tial conditions will be the first consideration in 
this case. As p -7 ex:> , the leading terms of the fol­
lowing functions are 

D(p, q) -7 det 1 aijP 1 = pN detl aij I, (7.3) 

(7.4) 

where Aij is the cofactor of aij' In other words, 
D(p, q) is a polynomial of order N in p, and dij is 
a polynomial of order N - 1 or less in p. Keeping 
the leading terms as p -7 ex:> as discussed above, 
the solution (3.4) becomes 

h,(x, t -7 0) = (211i)-2 J dpdq ept
+ qx 

( 
fII() bjJk(O,O)\ AjipN-1 

x ajWk q + P ) detla .. lpN 
IJ 

(7.5) 

plus higher-order terms in p-1. This integral can 
be integrated by residues. The result is 

Ii (x , f -70) = (211i)-1 J dq e
qx 

ajRikI(q)Aj ;/ detla jj I 
= (211i)-1 J dq eqX/~I(q) 

=li(x,O). (7.6) 

The higher-order terms integrate to zero for f -7 
0, and the second step is a consequence of 
Qjkdet laj.1 = ajkAjj. According to Eq. (7. 6), the 
solution (3.4) satisfies the initial conditions. A 
similar argument indicates that the solution satis­
fies the boundary conditions. 

A remark should be made about this proof when 
there are negative characteristics. Since some of 
the boundary and initial conditions are determined 
in terms of the others, there is no a priori guaran­
tee that if the given conditions are sufficiently 
well behaved to be expanded as in Eq. (7.1), that 
the determined ones are also sufficiently well 
behaved. To see that, in fact, the latter are well 
behaved, one may examine the relation (6.1), which 
determines them in the limit p -7 ex:> so that p i(q) -7 

cjq: 

[ajkl£I(q) + bjk/~ (- cjq)] djj(- cjq, q) = O. (7.7) 
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It can be seen that if the given functions l (P) and 
fiII(q) can be represented as a power series in 
p-l or q-l, then the unknown functions can also be 
represented by such a power series. 

Case B is treated next. Since det I aij I '" 0, the 
argument used in case A will suffice to show that 
the initial conditions are satisfied. There are 
restrictions, Eq. (5.1) or (5.2), however, on the 
boundary conditions, and it is shown in the follow­
ing that the boundary conditions are satisfied only 
if these restrictions are taken into account. 

If the contour C q is moved to the right so that 
q --7 0Cl, Eq. (3. 4) becomes 

f/x --70, t) = (21Ti)-2 J dpdq ePt+qx [ajkfk(O, O)/q 

+ bj,.ri(P)] dji(q --7 OCl)/D(q --7 0Cl). (7.8) 

Let D(P, q) be of order qJ (J < N) as q --7 0Cl, and let 
J + Ii be the highest order of d ji for fixed i with 
j = 1, .•. ,N. (It is shown in Sec. 8 that J is in fact 
equal to N - L, where L is the number of charac­
teristics with c i = 0). Consider the equation for 
the expansion of D by cofactors: 

0tkD = D.jkdji = (ajkP + bjkq + cjk)dji • (7.9) 

Then, as q --7 0Cl, 

case (i): 0ik = qbjkdji (q --7 0Cl)/ D(q ~ 0Cl), 

Ii = J - 1; 

case (ii): 0 = qbjkdji (q --7 OCl)/D(q --7 0Cl), 

Ii 2: J. 

(7. 10) 

(7. 11) 

In case (i) ajkdji (q --7 OCl)/D(q --7 0Cl) = O(q-l), so the 
terms involvingfk (0,0) in Eq. (7.8) integrate to 
zero. The remaining terms are, according to 
Eq.(7.10), 

1; (x --70, t) = (21Ti)-2 J dpdq e
pt

+
qx 0id~(P)/q 

= (21Ti}-1 J dp eP'if (P) 

= fi(O, t). (7.12) 

In case (ii) it can be seen that djM --7 OCl)/D(q --7 0Cl) 
for fixed i with j = 1, .•. ,N is a valid choice for 
one of the linearly independent solutions Z}k>. 
Therefore, Eq. (5. 2), the conditions on the boundary 
conditions, give 

d ji (q --7 OCl)ajkh(O, O)/D(q --7 0Cl) 

= d ji (q --7 OCl)[(ajkP + cjk)f~(P)]!D(q --7 0Cl). 
(7. 13) 

Using this relation in Eq. (7.8) results in 
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8. FEATURES OF THE SOLUTION 

In this section some of the features which typically 
appear in the integration in Eq. (3. 4) are discussed. 
Although the results may appear complicated in 
such a general presentation, in any particular 
example it should be clear how these features 
appear. It is shown in this section that the solu­
tion 1; (x , t) consists of different types of terms in 
different regions of space-time. These regions 
are bounded by characteristics, for it is known that 
discontinuities of the solution can occur only along 
characteristics. 17 There is, in particular, one 
important type of discontinuity that may arise in 
mixed boundary-initial value problems. Since the 
equations are known to have a continuous solution 
when continuous initial conditions are specified 
for all x, 6 -8 specification of initial conditions only 
for x 2: 0 creates a possible discontinuity at the 
origin. This discontinuity propagates along the 
characteristics passing through the origin. These 
characteristics divide the (x, t) space into regions 
in which the solutions may have different functional 
forms. If the boundary and initial conditions have 
discontinuities, these discontinuites are propagated 
through the system along the characteristics which 
pass through the points on the x or t axis where 
the discontinuities occur. Although this latter type 
of discontinuity is not treated, the mechanism by 
which it appears in the integrals is similar to the 
mechanism for the ones which are treated. 

It is assumed in this section that the transforms 
f/(q) andf{I(q) are such that they go to zero at 
least as fast as p-l and q-l as p and q --7 0Cl. This 
means that the contours Cp and Cq can be closed 
by an infinite semicircle to the right or left (de­
pending on the behavior of ePt

+
qX

) with no extra 
contribution to the integral (3.4). This property 
follows from Jordan's lemma. 18 [For Jordan's 
lemma to apply, the integrand apart from the ex­
ponential factor must fall off faster than p-l or 
q-l. The analysis of the last section shows this 
will be the case provided ft(P) and ftI(q) falloff 
this fast.] 

For the moment it is assumed that all the C i are 
distinct and that none is zero. Let the characteris­
tic velocities be labeled in increasing order, that 
is, let them be labeled so that i > j implies C i > C j' 

Let the regions in (x, t) space be labeled so that 
region (i) is just to the left of the characteristic 
corresponding to C i' See Fig. 4. 

In order to investigate the solution, it is divided 
into two parts,j~(x, t) andf~I(x, t),and each part is 
considered separately. The functionff(x, t), which 
involves the boundary conditions, is treated first: 

f I(X t) = (27Ti}-2 JdPdqePt+qxbjkfk(P)dji(P,q) 
, , D(jj,qj . 

(8.1) 

This expression is first integrated by extending 
the contour C p to the left and integrating over p: 
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where the contour C p' encloses only the singulari­
ties of the fk(P). See Fig. 5. [It is assumed that all 
the roots of n(p, q) are distinct.] The second inte­
gral can be integrated over q by closing the con­
tour C q to the left. The result is 

N 
f~(x, t) = (27Ti)-1 E i dq ePm(q)t+qx 

m=1 cq 

bjkf~(Pm(q»dji(Pm(q),q) (2') 1-£ 
x anj'ap(jjm(q) , q) + 7Tl - m=1 

1 pt+q (p)X bjkf~(P)dji(P, q m(P» c/P e m anjaq(jj, q m(jj)) . (8.3) 

In region (1) the first integral is zero as the expo­
nential part is 

exp[Pm(q)t +qx] ~ exp[q(x - IC m It)], as q --) CXJ 

m = 1,"',N, 

and the contour C q may be closed to the right 
where it encloses no singularities. 

(8.4) 

In region (2) the only term of the first integral 
which contributes is that for m = 1. The integrand 
of this term has singularities at: 

(A) singularities off~(Pl(q» apart from (C), 
an (B) zeros of ap (P 1 (q), q), 

(C) singularities of P1(q). 

Since one can write 

(8.5) 

the Singularities (B) are the points at which P1(q) = 
Pk(q),k = 2," ·,N. IfPl(q) has cuts, these points 
include the branch points. The singularities (C) 
are 'the cuts ofP1(q) (if there are any), as the 
roots P i(q) can have no poles according to Eq. (2. 4). 
Consider the contribution to the first integral due 
to the singularities (A). [It is assumed that these 
are distinct from the singularities (B) and (C).] 
This term is 

where the contour C~ includes only the singulari­
ties of the f~ (P 1 (q)) apart from the singularities 

pondence between P /q) and q i(P) for a given i. This 
correspondence is given by p = - C iq for P and 
q ~ 00 and by the analytic continuation of this rela­
tion for other values of p and q. (See the discus­
sion in Sec. 6.) One can then change variables 
from q top =p1(q). The term (8.6) becomes 

(27Ti)-1 1 
cf, 

dp dq Pt+qlcP)xbjk~(P)djt(P,q1(P» 
dp e anjap(jj, q1(jj)) • 

However 

dq _ ((lP1(Q»)-1 __ anjap(P1(q), q) 
dp - dq - anjaq(jj1(q),q) 

anjap(p, Q1(P» 
anjaq(jj, q1(jj)) , 

so that (8.6) becomes 

_ (27Ti}-1 fe
l 

dp ept+qlcP)x bjkf!(P)dji(P, ql(P» 
p anjaq(p, Q1(P)) 

(8.7) 

(8.8) 

(8.9) 

Obviously, term (8.9) cancels the m = 1 term of 
the second integral in Eq. (8.3). Similarly in region 
(3) the singularities due to the boundary conditions 
in the new term which enters the first integral 
cancel the m = 2 term, and so on. Finally, in 
region (N + 1), the second integral is entirely can­
celed. 

A similar argument can be carried out for fi I (x, t), 

(I) 

(2) 

(N+1) 

Fig.4. Division of space-time into regions when all the char­
acteristic velocities are positive. 

p plone 1m p 

o 
~--------~----------_Rep 

o 
(C). Next, let the roots P i(q) and q i(P) be labeled Fig. 5. The contour Cp appearing in the second integral of 
(uniquely or not) so there is a one-to-one corres- Eq. (8.3). 
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TABLE I. Terms which neither vanish nor are canceled in the integration for f/(x, t) and f{l(x, t) in Eqs. (8. 3) and (8.10). 

f/(x,t) ft(x,t) 

First 
Region integral 

(1) 0 
(2) m = 1 
(3) m = 1,2 

(P) m=1,"',P-1 

(N) m=1,"',N-1 
(N + 1) m = 1,"',N 

Second 
integral 

m = 1, .. ·,N 
m = 2,'" ,N 
m = 3,'" ,N 

m =P,"',N 

m =N 
0 

First 
integral 

m = 1,···,N 
m =2,···,N 
m =3, .. ·,N 

m =P,"',N 

m=N 
o 

Second 
integral 

o 
m = 1 
m = 1,2 

m=1,"',P-1 

m=1,"',N-1 
m=l,···,}·l 

TABLE 11. Terms which neither vanish nor are canceled in the N 
integration for f/(x, t) and.t;II (x, t) in Eqs. (8. 11) and (8.12). f;I(x, t) = (27Ti)-1 L; J dq ePl (q)t+qx 

l;1 Cq 
Region f/(x, t) ft(x,t) 

(1) 1= 1,"',N 0 
(2) 1=2, "',N 1=1 
(3) 1=3,"',N 1= 1,2 

(P) I=P,"',N 1=1,"',P-1 

(N) I=N 1=1,"',N-1 
(N + 1) 0 1= 1, "',N 

which is the part of fi(x, t) involving the initial 
conditions 

(8. 10) 

In this expression the first integral is zero in the 
region (N + 1) with a new term appearing and part 
of it cancelling a term in the second integral in 
each new region proceeding back to region (1). In 
region (1) the second integral is entirely canceled. 

These results are summarized in Table I. This 
table shows which terms appear in each of the 
integrals in Eq. (8. 3) and (8. 10), that is, it shows 
the terms which are neither zero nor canceled. 
Even when the singularities (A) are not distinct 
from (B) and (e), there may be cancellation. (See 
the example at the end of this section.) The can­
cellation occurs in much the same way as for the 
case shown, and a separate derivation is not given 
here. 

At this point it should be noted that it is not neces­
sary to do the integrations in the order they were 
done in Eq. (8. 3) and (8.10). It would be just as 
appropriate to integrate f;(x, t} over q first or to 
integrate f;I(X, t) over p first: 

(8. 11) 

ajk fkl(q)d ji (PM) ,q) 
X aD/ap(jj,q/J1) (8. 12) 

Examination of the factor ePt+ q 1 (P)x or eP 1 (q)t+q x 

determines whether the lth term appears in any 
given region. The results are summarized in 
Table IT. 

The case for which not all of the C i are distinct 
can be considered now. If Q of the C i are equal, 
say for i = R + 1,'" ,R + Q, then Q new terms 
appear or are canceled as the characteristic corres­
ponding to these C i is crossed. The result is the 
same as if regions (R + 2), "', (R + Q) were 
squeezed down to a line (the characteristic itself). 

The case for which some of the C i are zero is more 
difficult. Let c i = 0, i = 1, "', L and let the other 
characteristics be labeled as in the first of the sec­
tion. Let the regions be labeled so that region (i) 
is just above the characteristic corresponding to 
C i' The region adjacent to x = 0 is (L + 1). The 
form of D(P, q) for large p and q is then 

D(P, q) -7 det I aij Ip L(p - P L+1 (q» • .. (p - p ~q». 
(8. 13) 

It can be seen that the highest order of q in D(P, q) 
is qJ, where J = N - L. (That J < N is a conse­
quence of det I b ij I = 0.) There are then only J 
roots q/p), i = L + 1, "', N. There are no addi­
tional terms in the second integral of ~(x, t) in 
Eq. (8. 3), the first integral of f{'(x, t) in Eq. (8. 10), 
or in f;(x , t) in Eq. (8.11) no matter whether there 
are characteristics on the boundary or not. There 
are, however, additional terms in the other inte­
grals. The net result is that Tables I and IT can be 
used for regions (L + I},"" (N) if some minor 
differences for terms which are associated with 
characteristics on the boundary are noted: The 
integrand in the first integral in Eq. (8. 3) for 
f{(x, t) contains singularities in region (p) due to 
the singularities of f!(P m (q» for m = 1, .•. ,L but 
not for m = L + 1"" ,Po (These terms for m = 
L + 1, ... ,P were used to cancel terms in the 
second integral.) Also, since the coefficient of 
qJ in D(p, q} is a function of p for det I bij I = 0, the 
roots q.(p) may be infinite at finite values of p, 
and aD)aq (p, qt(P» may have zeros at these values 
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of p. These types of singularities appear in the 
first integral of I;Il(x, t) in Eq. (8. 10) and in 
I/(x, t) in Eq. (8.11). 

FinallY,the case where some, say M, of the c; are 
negative is considered. Again let the c i be labeled 
in ascending order, and let region (i) lie to the left 
of x = cit. See Fig.6. In this case, the integral in 
I i(X, t) cannot in general be separated into the two 
partsl/(x,t) amdl[I(x,t). The restrictions among 
the boundary and initial conditions discussed in 
Sec. 6 ensure only that the integrand of both of 
these terms taken together has no poles correspon­
ding to negative characteristic velocities. Sepa­
rately, they may have such poles and hence be un­
defined. The separation may be made, however, if 
it is understood (1) that the expressions for both 
I/(x, t) and I[I(x, t) must be integrated over the 
same variable first and (2) that there are no terms 
corresponding to the zeros of D(P, q) which are 
associated with C i for i = 1, .•• ,M in the first 
integrals of Eqs. (8.3) and (8.10) and in Eqs. (8.11) 
and (8.12). The second integrals of Eqs. {8. 3) and 
(8.10) do have terms corresponding to m = 1, ... , 
M. The second integrals are not divergent since 
the contour C p does not have to lie to the right of 
all singularities of the integrand as did the contour 
C 1" With these differences, Tables I and II can still 
be used for those regions which lie in the quadrant 
x 2: 0, t 2: O. 

To illustrate the results of this section, the GWE 
with b I b2 > 0 will be used. The characteristic 
velocity c2 is taken to be positive, and the three 
cases for which the characteristic velocity C I is 
positive, zero, or negative are considered. The 
roots of the dispersion relation are 

PI,2(q) = - ~(CI + c 2)q ± H(c2 - c l )2q2 

+ 4b l b2 ]1/2, 

C IC 2q l,2(P) = - ~(CI + c 2)p ± ~[(c2 - c l )2p2 

(8. 14) 

+ 4c l c 2b l b2P/2 • (8.15) 

The dispersion diagrams are shown in Fig. 1. The 
initial values are taken as follows: 

II(x, t = 0) = nanx-1Jn(ax), 

12 (x,t = 0) = 0, 

(8. 16) 

(8. 17) 

where a = 2(b 1b2 )1/2/(C 2 - c I ) and n is a positive 
integer. For this choice of a, the branch points of 
the initial value correspond with the branch points 
of the dispersion relation so that Table I cannot be 
used. Equation (8.12) for the initial value part 
Ii l(x, t) of the solution can be evaluated, however, 
via Eq. (8.12) and standard Laplace transform 
tables. The solution is 

region(1), 

region (2), 

region (3), (8. 18) 

where 

cf>l = ~an+I(~/~2)(n-I)/2 In_l(aHI2~~I2), 
(8.19) 

cf>z = ~an+I(~2/tl)(n+I)/2Jn+l(aH/2H/2), 
(8.20) 

~ i = X - cit, i = 1, 2. (8.21) 

The cf> 1 terms come from the root PI (q) and the 
cf>2 terms come from the root P2(q). The results 
are in accordance with Table II. 

Case 1. c I > 0: For this case the boundary 
and initial value problems are essentially indepen­
dent. If one takes the boundary conditions to be 
zero, the total solution I I (x, t) is given by It (x, t). 

From the asymptotic values of the Bessel functions, 
one can see that the solution tends to die out along 
a line x = vt in region (3). Inside region (2), how­
ever, the Bessel functions have an imaginary argu­
ment, and the solution grows along a line x = vt. 
In region (1) the solution is zero, so that for long 
times the solution dies out at a fixed x. This sys­
tem is predicted to be convectively unstable l3 ; 

that is, an initial disturbance would grow and move 
through the system so that at any fixed x, the dis­
turbance would eventually die out. Although the 
definition of convective instability is based on an 
infinite system and does not include boundary 
effects,19 it is seen that the behavior of the semi­
infinite system treated here (with the given bound­
ary and initial conditions) does indeed behave 
similarly to the infinite system. 

Case 2. c I = 0: For this case the boundary 
and initial condition problems are also separate. 
Even though there is a relation among the boundary 
conditions: 

(8.22) 

it can be satisfied by taking the boundary condi­
tions to be zero, so that the total solution I I (x, t) 
is again given by liI(x, t). Regions (2) and (3) 
constitute all of the region x 2: 0, t 2: 0, in accor­
dance with the remarks made in this section on 
zero characteristic velocities. 

f 

t 
{Mtll 

(Mt2) 

"c~ 

(2) 

(I) 

Fig. 6. Division of space-time into regions when some of the 
characteristic velocities are negative. 
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This system is on the borderline between convec­
tive and absolute (see case 3) instability. Such 
borderline systems can exhibit either growth or 
decay for fixed x and large t. 20 ,21 The given solu­
tion grows proportional to exp[a(c2xt)1/2] for 
fixed x and large t. This growth should be com­
pared to that for the "normal-mode" solution. 
(See Sec. 9.) The latter growth is proportional to 
e rt, where r is the largest imaginary part of 
wi(k), i = 1, 2,and is independent of x and t. 

Case 3. c1 < 0: In this case the boundary and 
initial condition problems are not independent. 
The boundary and initial values are related by 

[ffI(q) + c1fi(p)] (P + c2q) 

(S.23) 

at p = Pl(q) or q = ql(P), Moreover, in this case 
if the solution is divided into two parts,f{(x, t) 

f II II . and 1 (x, t), then f 1 (x, t) does not contam terms 
due to PI (q). The part If (x, t) for this case is 
given by Eq. (S.lS) except that the ¢1 terms are 
missing. 

If, as in the previous cases, it is desired to make 
the t9tal solution f1(x, t) be given by (S.lS) (in­
cluding the ¢1 terms), it is necessary to choose 
the boundary conditions appropriately. They 
must, in fact, be given by Eq. (S. IS) evaluated 
by x = 0 for f 1 (x = 0, t) and by the corresponding 
expression for f 2(x = 0, t). These boundary con­
ditions are 

f ( - 0 t) -.!. n+1( / ) (n-1)/2(_)n-1 
1 X - , - 2 a c 1 c2 

X I n _ 1(a(c 1c 2 )1/2 t), 

12 (x = 0, t) = - i(c 2 - c 1 ) a n
+

2 bi 1 

x (C 1/c 2t /2
(_)n I n (a(c 1c 2 )112 t). 

(S.24) 

(S.25) 

It can be verified that their transforms satisfy 
Eq. (S. 23). Since the expression for f II (x, t) was 
evaluated by integrating over P first, the expres­
sion for If (x, t) must also be integrated over P 
first. This expression is given by Eq. (S. 3), ex­
cept that only the m = 2 term in the first integral 
contributes, while both terms contribute in the 
second integral. It can be shown that the m = 2 
terms in the two integrals cancel. The remaining 
term can easily be shown to give 

I 
11 (x,t) = ¢l' x::: 0, t ::: O. (S.26) 

For the given choice of boundary conditions, then, 
the terms that were lost in f{l(x, t) are regained 
in fi (x, t), and the total solution f 1 (x, t) = f [ (x , t) + 
ffI (x, t) is given by the expression in Eq.(8.18) as 
desired. 

For this case the infinite system is predicted to 
be absolutely unstable13 ; that is, an unstable initial 
disturbance continues to grow for all time at a 
fixed x. The solution obtained for the semi-infinite 
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system also exhibits this behavior as it grows 
along any line x = vt in that part of region (2) 
which is in the region of interest. Case 3 has 
been studied in detail by Bobroff and Haus. 22 

9. THE "NORMAL-MODE" SOLUTION VS 
THE ACTUAL SOLUTION 

A common method of solving systems of linear 
partial differential equations such as are treated 
in this paper is to assume a solution proportional 
to exp(ikx - iWm (k)t] or exp[ikm (w)x - iwt], 
where wm (k) and k m (w) are the roots of the dis­
persion relation corresponding to Pm (q) and 
qm (P). (w = ip and k = - iq.) Solutions of this 
type are called the" normal-mode" solutions. 
These solutions are solutions of the equations. 
The question that arises is to what boundary and 
initial conditions do they pertain? The answer is 
that in general it takes a very special boundary 
or initial condition to give rise to a solution con­
sisting of only one normal mode, and in some 
cases it is even impossible.23 ,24 It is pos;:;ible, 
however, to see what role these normal modes 
do play in the solution obtained in this paper. 

Only the case where all the c i are distinct and 
positive is considered here. The necessary infor­
mation is available in Sec. S, however, to apply 
the reasoning used here to the other cases. It is 
assumed that the transforms of the boundary con­
ditions f/ (P) have a simple pole at - iwo and that 
the transforms of the initial conditions f/I(q) have 
a simple pole at iko' Under this assumption the 
second integral of f/ (x, t), Eq. (S. 3), can be inte­
grated to give 

N 
~ e-iwot+qm(-iwo)X 

m=1 

b jk Resf! (- iwo)dji (- iwo' qm(- iwo» 
x ~------------~----------------

aD/aq(- iwo' qm(-iw O» , 
(9.1) 

and the second integral of ft (x, t), Eq. (S.10), can 
be integrated to give 

~ ePm(iko)t+ikoX 

m=1 

where Resf: (- iwo) and Res.f:I(iko) denote the 
residues of f t (P) and f f(q) at the poles - iwo 
and iko, respectively. 

It can be seen, then, that the second integrals of 
ff (x, t) and fF (x, t) in Eq. (8. 3) and (8.10) are 
the normal-mode terms. The first integrals will 
in general give a more complicated contribution 
to the solution. Moreover, the results of Sec. 8 
indicate that these normal-mode terms are can­
celed in some regions of (x, t) space. In particular, 
the normal-mode terms from the boundary condi­
tions do not appear in the region adjacent to the x 
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axis, whereas all the normal modes from the initial 
conditions (those proportional to exp( ikox -
iWm(kO)t)] can appear. In this region the system 
behaves as an infinite system; that is, the effect 
of the boundary is not felt in this region. Simi­
larly, in the region adjacent to the t axis, none of 
the normal modes from the initial conditions 
appear, but all of the normal modes from the 
boundary conditions {those proportional to 
exp( ik m( wo) - iw ot]} can appear. The long-time 
behavior of the system is found in this region, and 
it should be noted that the normal-mode solution 
for the initial conditions is not, in general, valid 
here. (It should also be noted that there can be 
additional terms in each of these regions which 
are not normal-mode terms at all, in general.) 

10. SUMMARY 

If the double Laplace transformation method is 
used to treat systems of linear, partial differential 
equations such as those given in Eq. (2.1), the 
solution (in terms of an integral) is given by 
Eq. (3. 4) along with Eqs. (3. 8)-(3. 11). This expres­
sion will only be meaningful if the boundary and 
initial conditions are suitably restricted. The 
two major types of restrictions are given in Eqs. 
(5.1) and (6.1). Those in Eq. (5.1) arise if there 
are characteristics parallel to the boundary 
x = 0, and those in Eq. (6.1) arise if there are 
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characteristics associated with negative charac­
teristic velocities. It should be noted that these 
restrictions are necessary for a well-formulated, 
mixed boundary-initial value problem and would 
appear in any treatment of the equations. The 
solution in (x, t) space can be found by performing 
the integration in Eq. (3. 4) by the usual methods 
for complex integration. A few of the kinds of 
problems that arise in this integration have been 
discussed in Sec. 8. 

The importance of the characteristics to the 
physical problem described by the equations has 
been emphasized. By knowing the connection of 
the characteristics to the dispersion relation and 
to the features of the integration, it is possible to 
understand a great deal about the physical solution 
without actually performing the integrals. 
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Approximate Solution of a Sturm-Liouville System Using Nonorthogonal Expansions: 
Application to a-a Nuclear Scattering* 

R. A. Chatwint and J. E. PurcelU 
Department oj Physics ,Florida State University, Tallahassee, Florida 

A stationary principle for the Sturm - Liouville system with inhomogeneous boundary conditions leads to 
an approximate solution in which nonorthogonal expansions are used. It is shown that if the nonorthogonal 
functions are chosen to be the eigenfunctions of a similar Sturm-Liouville equation, then the numerical 
solution of the boundary value problem no longer involves an integration of a second derivative, but only 
the more simple integration of a function. As an illustration, formulas for calculating the nuclear phase 
shifts of a SchrOdinger equation with a long-range Coulomb potential are presented in the notation of 
R -matrix theory. The numerical convergence of the method is investigated for a - f1 nuclear scattering 
from real potentials that have a repulsive core followed by a short-range attraction (Ali and Bodmer). 
Generalizations of the method have been applied in nuclear physics to coupled differential equations and 
to eigenvalue problems. 

L INTRODUCTION 

This work is part of a program developing the R­
matrix theory of nuclear reactions. 1,2 R-matrix 
methods were first developed by analogies with 
waveguide systems and with circuit theory and, 
although their use appears to have been solely in 
low energy nuclear phYSiCS, and lately in atomic 
and molecular physics, we hope that what we have 
found useful in nuclear reaction theory may 
interest other physiCists in other fields. There­
fore, the theory will first be developed in a general 
and simple form, and only towards the end spec­
ialized to a nuclear physics application. 

The essence of systems to which R-matrix 
methods can be applied is that there exists some 
differential operator which is simple in some 
"asymptotic" region of space and more compli­
cated in some "interaction" region. In the asymp­
totic region one already knows the complete solu­
tion of the differential equation. As will be seen 
below, one can then replace the whole of this simple 
region by some boundary condition on the surface 
of the interaction region, and then look for solutions 
of the reformulated problem. For instance, the 
nuclear interaction between a proton and a target 
nucleus may be quite complicated, with spin inter­
actions, absorptive terms, inelastic couplings, and 
so on; but one reasonably assumes all of these 
terms to be zero outside of some separation radius 
R, and from R to infinity one may assume a simple 
Coulomb interaction between two charges. 

We can also think of possible examples in reactor 
physics and waveguide theory. The core of a 
reactor is often some complicated array of fuel 
elements, cooling circuits, and moderating rods, 
and the neutron transport equation would have to 
be solved numerically in this region. However the 
core is surrounded perhaps by some uniform steel 
container, itself shielded by a more or less uniform 
thickness of concrete. In these regions one may 
know already the simple solutions of the transport 
equation, and thus be able to replace them with a 
boundary condition on the core. Some development 
of the approximation to be described in this article 
may well be useful for such problems, particularly 
since we have found the method more rapid than 
conventional codes, and since one may vary certain 
parameters in the initial equation without having 
to recalculate everything. As another example, let 

us imagine some uniform waveguide with a com­
plicated obstacle somewhere inSide it. To solve 
the Helmholtz equation for a propagating wave, we 
would enclose the obstacle in some convenient sur­
face and solve numerically the resulting problem, 
just as in R-matrix theory. 

The apprOximation is discussed below for the 
simple case of an ordinary differential equation. 
But coupled equations may be solved as easily and 
directly, with no iteration (see Purcell's work in 
Ref. 1). Vincent has pointed out to us that wave 
equations with a nonlocal potential may also be 
solved without iteration in this method. 

A second-order differential equation has two inde­
pendent solutions. Let us suppose that we know 
two such solutions in the interval x E [a, 00) to be the 
functions I(x) and O(x). Then we can represent any 
solution of the differential equation as a linear 
combination of I and ° on the range [a, 00): 

u(x) = c1I(x) + c20(x), 

u'(x) = c1I'(x) + c20'(x). 

One may eliminate the constant c 2 from these 
equations and find that 

u' - uO'O-l = - c1 W(I, 0, r)O-l 

for x E [a,~, where Wis the Wronskian {1O' - I'O}. 
It is a property of the Wronskian that it is nonzero 
when the two arguments I and ° are independent 
solutions of a differential equation. Now the prob­
lem has been Simplified for computation, because 
the external region may be replaced by an inhomo­
geneous boundary condition 

u'(a) + ll'u(a) == y, 

where ll' and yare given by [- O'(a)/O(a)] and 
[- c 1 W(I, 0, a)/O(a)], respectively. 

In Sec. II we derive an approximation method for 
solving differential problems of this type, a method 
which uses expansions in arbitrary independent 
functions. The differential equation is taken to be 
of the form 

K[u) + Xp(x)u = 0, 

where K is the second-order differential operator, 

2024 
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A is some complex constant, and p is a real-valued 
function. In the derivation of the approximation, 
we shall need to use a differential identity of the 
form 

uK[v)- vK[u) = [p(x)(uv' - vu')]', 

where p is a real-valued function of x. One can 
easily show that the general operator which satis­
fies such an identity is of the form 3 

K[u] = [p(x}u'(x}], - q(x}u(x}. 

When q is a real-valued function) this is a Sturm­
Liouville operator, and hence the class of dif­
ferential systems that we shall discuss are the 
Sturm-Liouville systems with inhomogeneous 
boundary conditions. 

In Sec. III, we illustrate the method by presenting 
formulas for calculating the phase shifts of a 
Schrodinger equation with a long-range Coulomb 
potential and a short-range nuclear potential. In 
this section the notation used is that of R-matrix 
theory; it is in this framework originally that the 
method has been developed and applied. 1,2 

In Sec. IV, the numerical convergence of the method 
is investigated, because this is the most straight­
forward way of estimating the accuracy of the 
approximation. 

The accuracy of the method is taken for granted in 
the present paper. (In fact, checks were made.) 
Purcell, in his technical report,! investigated a 
variety of simple cases of potential scattering, 
e.g., square well plus Coulomb potential. The 
results were indistinguishable from the algebraic 
solUtions, even when only four basis functions were 
used in the approximation. The results were also 
so stable against changes in various parameters 
that certain properties and difficulties of the 
method could not be seen by analyzing such sys­
tems. Fot example, the error is not minimized in 
the approximation, and the result may not be the 
best approximation possible in whatever trial 
space is being used. These properties of the 
method are brought out in Sec. IV, by analyzing a 
much more awkward potential. Where there is 
comparison with previously published results, the 
present calculations are, we feel, more accurate; 
but these comparisons are included for honesty 
and completeness, they are not the point of the 
numerical discussion. 

At about the same time as Lane and Robson2 sug­
gested their stationary functional as the origin of 
this approximation, a similar functional was dis­
cussed by Koroza4 in solving a class of waveguide 
problems. 

II. THE APPROXIMATION 

A. Definitions 

Let U o be the solution of the Sturm-Liouville 
system with the inhomogeneous end point con­
ditions: for x E [a, b] 

[p(x)u']' + [Ap(X) - q(x)]u = 0, (1) 

u'(a} + O!u(a} = y, u'(b) + (3u(b) = Ii. (2) 

In an operational notation with K = D[p(x)D] - q(x), 
one may rewrite (1) in the form 

K[u) + Ap(X)U = O. 

The functions p, q, and p are real valued, and A is a 
complex parameter. 

We show in this section that the functional 

M[u] = tdxu[K - L + i\.p(x)]u 
a 

- 2[yp(a)u(a) - lip(b )u(b)] (3) 

is stationary for weak variations around the func­
tion u O' where L is used as a convenient shorthand 
for the homogeneous terms in the end point con­
ditions: By definition 

t dxf(x)L[g(x)] = (jp(g' + f3g)]x-b a -

- (jp(g' + O!g)]x~a. (4) 

Using this stationary principle and expansions in 
terms of nonorthogonal functions, we derive an 
apprOximate solution of the Sturm- Liouville sys­
tem, a solution which has convenient properties 
for numerical computation. 

B. Equivalent Variational Problem 

Consider weak variations 5 of the function u in the 
space of functions that are continuous and have 
continuous first derivativ.es on [a, b]. Then, if K is 
the real parameter of a variation KV, 

where 12 is a functional only of v and v'. 

From (3), the first variation is given by 

11 = jbdx[v(K - L + Xp)u + u(K - L + i\.p)v] 
a 

- 2y(pv)x=a + 215(pv)x=o. (5) 

The Sturm-Liouville operator is self-adjoint, and 
therefore satisfies a Lagrange identity of the 
form 3 

uK[v] = vK[u] + [p{uv' - vu'}]'. 

This is easily verified by direct differentiation, 
but we have stated it in this way to clarify the 
problem of generalizing the theory to systems 
which are not of the Sturm-Liouville class. 

(6) 

Now the terms in v' may be removed from Eq. (5), 
and 

11 = 2.~b dxv[K + Ap(X)]U + 2[pv(u' + o!u - Y)]x~a 
- 2[pv(u' + {3u - c5)]X~b' (7) 

For arbitrary v, II = 0 if u satisfies the Euler 
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equation for all x E [a, b J: 

[K + ~p(x)]u = 0 

and the end point conditions 

u'(a) + au(a) = y, u'(b) + (3u(b) = o. 

Hence the stationary problem has the unique solu­
tion uo' which is just the solution of Eqs. (1) and 
(2).6 

C. Approximate Solution 

Let us look for an approximate solution of Eqs. 
(1) - (3) in the form M[uoJ. where 

N 
110 = r; d.v. 

i=1 • • 
(8) 

is a function in some space cr of functions contin­
uous, with continuous first derivatives on the inter­
val [a, b ], and where cr is spanned by the ordered, 
independent set {v,.}, n = 1,'" ,N'W' 2: N). These 
functions need not be orthogonal in any sense. By 
substituting the expressions for Uo into the func­
tional M[ u 1 to be made stationary in the space cr, 
followed by differentiation in each of the para­
meters di , one expects to minimize the error 
lM[uoJ - M[uoJ I in the approximation. This will 

not prove that the result is a good approximation 
to the true solution, but a repetition of the process 
with larger N and with different trial spaces cr in­
dicates the size of the error remaining, and also 
helps eliminate situations in which one has found 
a saddle point in the error, or even a maximum. 

From Eq. (3) and the stationary condition on the 
function M[uoJ = M(d), that 

aM[uoJ 
~=O, , i = 1,'" ,N, (9) 

D. Choice of Trial Functions 

One may choose the trial functions to replace the 
integration of a differential operator in Eq. (12) 
with the integration of a function. One way is to 
take the trial functions as solutions of a similar 
differential equation 

i = 1,'" ,N', (14) 

where tj(x) is some arbitrary integrable function. 
Then the only integrals involved are in Eq. (12): 

(15) 

E. End Point Condition u(a) = 0 

If either of the end point conditions in Eq. (2) is 
replaced by one of the form u(a) = 0, then a corres­
ponding adjustment must be made in the approxi­
mation method: The corresponding term in the 
L operator is dropped: 

fbdxj(x)L[g(x)J = (jp{g' + (3g)]x-b' (4') 
a -

The stationary functional is now a direct general­
ization of that described in Ref. 2, 

M[uJ = fbdxu[K - L + ~p(x)]u + 2op(b)u(b). (3') 
a 

The first va.riation in the stationary problem Eq. 
(7) now has as an end pOint condition at x = a 

[p(vu' - uv')]x=a = 0, 

and, hence, this end point condition will be satisfied 
by 

u(a) = 0, veal = o. (16) 

it follows that 

2g = (A + A) • d, 

Therefore the trial functions in II C must be re­
stricted to vi(a) = O. The SchrMinger equation of 

(10) the following section is of this type. 

where 

gi = y(pv)x=a, - o(PVi)x=b, 

Au = i b 
dxvJK - L + Ap]Vj • 

(11) 

(12) 

Of course, one must also rewrite Eq. (11): 

(11') 

If neither end point condition is covered by Eq. (2), 
Using Eq. (6) again, one finds that A is a symmetric but 
matrix. Substitute Eq. (10) into the expression for 
M[uJ, Eq. (3): 

M[uo] = d • A· d - 2d . g 

= - g . A-I. g. (13) 

u(a) = u(b) = 0, 

then it is interesting to note that the method is 
reduced to the eigenvalue problem 

If one has found a good approximation to M[uo], A • d = 0, 
this does not mean that uo given by Eq. (8) is good 
too; the approximation is rather to the value and with 
derivative of U o at the end points. This will become 
apparent in the speCific application of Sec. III. Ajj = Iab 

dxv;f K + ~ P ]vj • 
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m. SOLUTION OF THE SCHRODINGER 
EQUATION 

Let U o be the solution of the radial Schrodinger 
equation 

urI + [E - V(r)]u = 0, 

u(O) = 0, 

(17) 

(18) 

and u(r) bounded on [0, (0). The differential equation 
(17) for each E has only two independent solutions: 
If I(r) and OCr) are some known independent solu­
tions for r > a, then, without loss of generality, 
where U is a complex parameter, 

Uo = 1- UO, r:::::: a. (19) 

Equation (17) is defined on the space ~(l) of con­
tinuous functions with continuous first derivatives. 
Therefore, from (19), the external part (r > a) of 
the system above may be replaced by the boundary, 
condition 

uO' - u' 0 = W, r = a, (20) 

where W is the Wronskian W(I, 0; a) = 
[/0' - OI']y=a' If I and 0 are each normalized to 
unit flux in a problem of quantum mechanical 
scattering, then Uis the scattering "matrix" e 2i6 ; 

it is not necessary to normalize Uo separately. 

With M[u] defined by (3'), a functional 

flu] = (I/O)y=a + [M[uVW] (21) 

has the property U[uo] = U. Therefore, the approxi­
mation procedure ~or M given by Eq. (13) leads to 
an apprOximation for the quantity U which has 
physical interest. (The interval x E [a, b] has now 
been replaced by r E [0,0].) 

Henceforth, we shall write simply I for I(a), and 0 
for O(a). Equation (21) together with (13) gives the 
approximation U[uo]' 

A. Energy Dependence of the Solution 

Let us call E the energy. Since the external solu­
tion OCr) is energy dependent, from (2), (4'), and 
(20), one sees that the matrix A, which is to be 
inverted, does not have a simple energy depen­
dence. However, let us define a symmetric function 
matrix B(ep) with elements 

(22) 

where L'i' is given by Eq. (4') and ep is treated as 
a variable: 

I: drj(r)L", [g(r)] = [J(g' + epg)]y =a • 

Then the actual boundary condition is for ep = 
- 0'/0, and 

B(- 0'/0) = A. (23) 

If one defines the function 7 

R(ep) = - a-1voB-lov, 

where Vi = vi(a) = (O/W)gi' then 

aR aB-l aB - a- = v o- "V = - voB-lo~oB-l"V 
aep aep aep 

= voB-lo(vv)oB-loV = a2R2. 

By integration, therefore 

R(ep) = R(O)/[l + aepR(O)]. 

(24) 

(25) 

(26) 

With ep = - 0'/0, one may use Eqs. (13), (21) - (23), 
and (26) to find that 

[A] I 1 - (I' /I)aR(O) 
Uuo = (5 1- (O,/O)aR(O) . (27) 

This is a standard form in R-matrix theory. 
The other Simplification is that the calculation 
of R(O) now involves inverting the matrix 

B(O) = Y + EZ, 

where Y and Z are both energy independent. The 
symmetric elements of these matrices are 

Yij = Ioa dr( Vivj' - vivj V) - (ViV;) y= a' 
(28) 

B. Scb.rOdinger Equation with Coulomb Potentials 

As an example, let us solve the three-dimensional 
Schrodinger equation for the scattering phase 
shifts, when the potential is central and is equal to 
a repulsive Coulomb potential for r> a. The 
partial wave separation reduces the system to the 
radial equations 

for 1 = 0, 1, .. " 00, and the usual boundary condi­
tions (18). The short-range part is called the 
nuclear potential 

Unuc(r) = 0, r> a. 

When Ecm > 0 there is a continuum of scattering 
solutions. 

The nuclear phase shifts ~I are defined by (19) and 

(30) 

where I and 0 in (19) are the ingoing and outgoing 
Coulomb waves 

II ~ exp [- i(p - 1] log 2p - 1/2ln + ao), 

0 1 =It, 
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p = kr == (2/lEcm/n2)1/2r, 

1/ = IJ.Z1Z2e2/kn2, 

ul = arg r(l + l + i1/), l = 0, 1, ... , co. 

Two alternative, independent solutions of the 
Coulomb equation are F,(r) and G l(r), the regular 
and irregular Coulomb functions, where 

and 

Now (27) is just Eq. (IV. 1. 13) of Lane and Thomas,5 
and 

RIPI 
01 = arctan 1- R5 - CPI' 

I I 

(31) 

where Rl is the R function R(O) calculated with (24) 
for each radial equation, PI is the penetrability, 
and Sl is the shift factor: 

PI = ak/(F? + G?), 

51 = a(FiF/ + GIG[)/(FI2 + G?) 

(the functions F and G are evaluated at a, as are 
their derivatives), and CPI is the hard-sphere phase 
shift 

CPI = arctan (Fi/Gl)· 

IV. NUMERICAL CALCULATION OF a-a 
POTENTIAL SCATTERING 

Previous calculationsl have shown that, with a 
suitable choice of '1', this method gives a good 
approximation with N equal to just 3, 4, or 5, for 
(a) scattering from a square well, (b) scattering 
from a square well plus a Coulomb potential, (c) 
scattering into coupled channels with square well 
and with harmonic oscillator interactions, and (d) 
the bound-state eigenvalue problem in certain 
attractive wells. 

'" ~ -15 
:I: 
n. 

-20 

N-NUMBER OF BASIC FUNCTIONS 

8 10 12 14 16 18 

Vt.W'16 

co-co PHASE SHIFT: Ecm ·8.9MeV, ('0 

FIG. 1. Convergence of the approximation method for different 
oscillator strengths nw (in MeV) of the trial functions. The con­
vergence for nw = 1 MeV is not shown, but it is very poor, 
reaching only 2. 10 by N = 20. We colfsider nw = 8 MeV to give 
the best results, since it has the steepest rise to a good approxi­
mation. 

TABLE I. Parameters of the a-a nuclear potential. 

MeV fnrl 

Ur Va ilr ~a 

1=0 500 130 0.7 0.475 
1=2 320 130 0.7 0.475 
1=4 0 130 0.475 

TABLE II. Values of the nuclear and the Coulomb potentials 
for a-Q scattering (l = 0). The nuclear term is negligible at a 
radius of 8 fm. 

Radius (fm) 

Potentials (MeV) 
Nuclear 
Coulomb 

2 

17.7 
2.9 

4 6 8 10 

-3.32 -0.04 ~_10-4· ~-1O-8 

1. 44 0.96 0.72 0.58 

In this section, we shall use a physically interesting 
potential, the a-a potential of Ali and Bodmer,S to 
uemonstrate the convergence properties of this 
approximation method. We shall show that a good 
choice of trial space is not just deSirable, but 
necessary; the choice can be made quite simply, 
and once made is good over a large range of 
energies. The a-a scattering is described by (29) 
with Zl = Z2 = 2, IJ. = t x 4.003 88 amu, e2 = 
1. 439 87 MeV fm, (2/1£2) = 0.047833 MeV-l amu- 1 
fm-2 ; and a nuclear potential with a repulsive core 
followed by an attractive region: 

The parameters of this potential are given in 
Table I. 

The nuclear potential is very small at r = 8 fm 
(Table II). Therefore, we shall present calculations 
with a = 8 fm, and shall not report the convergence 
of the results as a is changed. 9 

As trial functions, we used the eigenfunctions of a 
harmonic oscillator equation, vn(r) = Vn(r, 1), 
which satisfy 

~ - ( l) + [x - l(l + 1) + (IJ.W)2 2] fl (r l) = 0 v" r, nl 2 r n' , dr2 r n 
(33) 

Xnl = 2(lJ.w/n)(2n + l- t), n = 1,·" ,co, 
and 

Vn(O) = O. 

Although the trial functions vn (r) are not orthogonal 
on [0, a], they are independent (see Appendix). The 
approximation is defined by the two parameters w 
and N, and we must not only look at the convergence 
of the approximation for increasing N, but also at 
the results of changing w. 

For easy comparison, we give the published phase 
shifts 8 (Table TIl) calculated by Ali and Bodmer 
from the potential given by ~32). In our first cal­
culations, we have used l = l. The convergence of 
the calculations for 1 = 0 is shown in Fig. 1, at an 
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TABLE TIL Comparison of phase shifts for a-a scattering 
calculated using nonorthogohal expansions with published cal­
culations of Ali and Bodmer. The results shown are representa­
tive of the range of energies investigated. The approximation 
used 1/w,= 8 MeV. 

Source of phase 
Energy in c.m. (MeV) 

shifts (deg) 3 6.15 8.9 11.45 59.93 
---------
Ali and Bodmer 0 148.6 87.0 35.0 5.4 -15.7 -170.9 
(Ref. 8) 2 0.5 a 114.1 103.1 92.5 -4.3 

4 a a 2.5 13.9 70.0 152.5 

Approximation 14b 12 10 12 12 14 
of present 0 146.8 84.8 33.1 3.8 -17.1 -171.6 
paper 12 12 10 12 12 14 

2 0.5 64.9 112.7 101. 9 91. 5 -4.9 

10 10 10 10 12 12 
4 0.0 0.1 2.0 12.5 63.8 151. 

a No value reported, 

b Boldface numerals are the earliest even value of N for which 
the calculations have converged to an accuracy of the decimal 
place in the phase shift. 

energy 8.9 MeV (in the middle of the range to be 
investigated). Convergence for l = 2, 4 was better, 
but it had a similar pattern, and in particular it 
was good for liw = 8 MeV. One sees that a good 
choice of w is easy to make. However, if one did 
not check what happens when the trial functions 
themselves are changed, one might achieve not 
only poor convergence or no convergence at all, 
but even an incorrect answer. Also with a bad 
choice of w the procedure may not even give the 
best approximation within the trial space. With 
liw = 16 MeV for example, the approximation to 
00 (or to U) is better at N = 10 than at N = 11. 
This would be presumably a saddle point in the 
error, rather than a minimum (see Sec.1I B). Even 
though this difficulty appears to be easy to deal 
with numerically, it shows that the sort of pro­
cedure applied here is not a best approximation as 
has sometimes been stated. 

A good trial space (Ii w = 8 MeV) chosen at E = 
8.9 MeV is good for all energies from 1-60 MeV 
(see Table TIl). There is a small, consistent dif­
ference between our calculations and those of Ali 
and Bodmer, which is not due to inaccuracies in 
our calculations, nor to a failing in the method; we 
made an independent calculation of two phase 
shifts using a conventional scattering code, in 
which the SchrMinger equation is integrated 
numerically, and the difference between the results 
of the conventional method and our method using 
nonorthogonal expansions was less than O. 1°. 

Because the a-a potential for l = 0 has a large 
repulsive core, the solution Uo will be flat and 
near zero around the origin, and will not begin to 
oscillate until beyond the repulsive region. There­
fore, we were interested to s~e whether a better 
convergence could be had if l > l = 0, i.e., if a cen­
trifugal barrier were imposed on the trial func­
tions. The results are shown in Table IV. We 
varied 'FEw for each choice of ~ and we found that 
'FEw = 8 MeV was a best choice each time. With l 
= 6, there is good convergence by N = 7-9, a small 

TABLE lV. Use of basis functions with different I values to 
get better convergence to the I = 0 a-a scattering; Ecm = 
8.9 MeV,1iw = 8 MeV. N is the number of basis functions used 
in each approximation. 

N Harmonic oscillator I value i 
o 2 4 5 6 7 8 

2 -8.0 -8.0 -8.0 -7.7 -6.9 -5.7 -3.9 
3 -8.0 -8.0 -6.9 -5.0 -2.8 -0.2 +3.2 
4 -8.0 -6.6 -14.4 -13.9 -17.0 -23.5 -34.2 
5 -6.4 -13.4 -14.2 -11.3 -7.1 -8.9 -19.4 

6 -13.2 -13.3 -7.1 -4.8 -5.0 -8.8 -17.6 
7 -13.0 -7.0 -2.2 -0.8 3.3 1.7 -5.4 
8 -6.9 -1.3 3.3 3.6 3.6 2.1 -2.5 
9 -,0.9 3.3 3.6 3.6 3.8 3.3 0.6 

10 3.3 3.6 3.8 3.8 3.8 3.5 2.0 

11 3.6 3.8 S.8 3.8 3.8 3.7 2.8 
12 3.8 3.8 3.8 3.8 3.8 3.7 3.2 
13 3.8 3.8 3.8 3.8 3.8 3.7 3.5 
14 3.8 3.8 3.8 3.8 3.8 4.3 3.4 
15 3.8 3.8 3.8 3.8 3.8 3.8 3.6 

16 3.8 3.8 3.8 3.8 3.8 3.8 3.6 
17 3.8 3.8 3.8 3.8 3.8 3.8 2.9 
18 3.8 3.8 3.8 3.8 3.8 3.8 3.6 
19 3.8 3.8 3.8 3.8 3.8 3.8 4.0 
20 3.8 3.8 3.8 3.8 3.8 3.8 4.0 

improvement over f = 0, when we needed N = 10-12 
basis functions. However, with f = 7 greater, we 
could no longer claim a reliable approximation had 
been found for any value of Ii w. 
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APPENDIX 

In this Appendix, a criticism of the method is 
answered: The criticism is that the basis functions 
of the trial space form a (linearly) dependent set 
when N' is infinite, and, therefore, the expansion 
cqefficients {dJ in (8) and (10) cannot be deter­
mined uniquely (A would be singular) for some 
finite value of N, and the approximation will break 
down. to 

Here we shall show only that the harmonic oscil­
lator functions are independent on any finite inter­
val. This property does not follow from the ortho­
gonality of {vJ on [0,00); a set of functions may be 
independent on a certain interval, and yet dependent 
on a subinterval. For example, the two functions 
1 sinx 1, and sinx, are independent on [0, 21T], yet 
dependent (and identical) on [0, 7r]. 

Definition: An arbitrary set is independent if 
and only if every finite subset is independent. 

The harmonic oscillator functions are a polynomial 
multiplied by a certain constant function, viz., for 
an l ;;. 0 in (331) 

Vn = vn (r, l) = CnZr l +1 exp(- ~ (l/2r2) 
x L (1+1/2)(a 2r2) 

n-l ' (A1) 
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where a = (/1- w/1i)1/2. The standard that we use 
for the generalized Laguerre polynomial is that of 
the Bateman Manuscript Projectll; the leadil).g 
term of L n- 1 (l+1/2)(x) is (_)n-lxn-l/(n - I)! 

Therefore, the maximum number of points on 
which the functions {Vi}' i = 1, ... ,N, can be depen­
dent (r ~ 0) is the greatest number of real roots 
of a polynomial of degree N + 1 (the point r = 0). 
In other words a finite set ofN harmonic oscillator 
functions cannot be dependent on a set of more 
than (N + 1) distinct points, and, in particular, the 

A standard normalization is 

Cnl = [2a(n - 1)!/r(n + l + 1/2)]1/2. 

In numerical integrals, one may use 

infinite set of harmonic oscillator junctions is 
independent on a finite interval {O, al. 

It follows that the expansion of any function on 
[0, a] is unique and, in particular, that all the 
expansion coeffiCients of the zero function are 
zero [compare Eq. (8, 13. 4b) of Ref. 10]. 

Because the harmonic oscillator functions have 
proven useful as a nonorthogonal basis,1 we take 
this opportunity to give some computational pro­
perties for easy reference. 

(A2) 

foa drvm(r, l)vn(r, l) = [vm(a, l)1{;(a, l) - un(a, l)v":(a,I)]!4(m- n)a 2 (A3) 

and 
v,;(r, l)/vn (r, l) = l/r{l + 1 - a 2r2[1 + 2Ln-2(1+3/2)(a2r2)/ Ln-l (l+I/2}(a2r2)]). (A4) 

The starting values, when a potential "'1'-2 at the origin must be integrated, are given by 

v (r, l)fi (r, l) 
lim m II = 2a3[r(n + t)r(m + t)/(n - I)! (m - 1) !]1/2, 
r~O r2 

1 = 0, 

= 0, l> O. 
(A5) 

The polynomials are computed by upward recurrence on degree: 
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Erratum: Linear Random Operator Equations in Mathematical Physics. I 
[J. Math. Phys. 11, 1069 (1970)] 

G.Adomian 
Department of Mathematics, University of Georgia, Alhens, Georgia 30601 

(Received 28 May 1971) 

On page 1076, starting with Eq. (4. 6), we correct as 
follows. 

By substituting (4.6), we can rearrange (4.5) as 
follows, at least for the perturbation case: 

(u(t» = L-1 (g) [1 + L-1 (~(t)Lt1 ~(t»] 

t T 

= /0 l(t - T) (g(T» [1 + 10 l(T -y) (~(y) 

x t l(y - a) ~ (a»da dy]aT 
o 

= 1; l(t - T) (g(T» [1 + 1: l(T - y) 

where Ra is the correlation for ~. We observe 

that we have (u) in terms of (g) and an integral 
kernel or "stochastic Green's function" 

where 1 and Ra are given. 

The author apologizes for the omission of the 
L-1 operator which was pointed out by a student, 
A.1. Dale. Insufficient care was exercised since 
this section is well known and was included finally 
only for correlation with the other results. The 
errors involved in the averaging procedure here 
have been discussed more fully in a paper by this 
author [J.Stat.Phys.3, 127 (1971)]. There are,of 
course, many procedures for establishing closure, 
but the basic errors become clear and can now be 
compared. (This will be done in a forthcoming 
paper.) 
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